
i 

 

 

 

Athens Journal of 
Τechnology & Engineering  

 

Volume 6, Issue 4, December 2019 
 

Articles 
 

Front Pages 
 

TILL HÄNISCH & CHRISTOPH KARG 

Estimating the Success of IT Security Measures in Industry 4.0 
Environments using Monte Carlo Simulation on Attack Defense Trees 

 

 

CHRISTOPH KARG & TILL HÄNISCH  

Using an Extended Attack Defense Graph Model to Estimate the Risk 
of a Successful Attack on an IT Infrastructure 

 

 

ADEL RAZEK, LIONEL PICHON, ABELIN KAMENI,  

LUDOVIC MAKONG & SAHAND RASM 

Evaluation of Human Exposure οwing to Wireless Power Transfer 
Systems in Electric Vehicles 

 

 

REBECCA HECKMANN, ALEXANDRA MITTELSTÄDT,  
LUTZ GASPERS & JÖRN SCHÖNBERGER  
Zero Emission Mobility Campus, Using a German Example – Theory 
to Support a Sustainable Decision-Making by Suggestion 
 

 

(ATINER) (ATINER) 

https://www.athensjournals.gr/ajte
https://www.athensjournals.gr/ajte
https://www.athensjournals.gr/technology/Cover-2019-04TE.pdf
http://www.athensjournals.gr/technology/2019-6-4-1-Hanisch.pdf
http://www.athensjournals.gr/technology/2019-6-4-1-Hanisch.pdf
http://www.athensjournals.gr/technology/2019-6-4-2-Karg.pdf
http://www.athensjournals.gr/technology/2019-6-4-2-Karg.pdf
http://www.athensjournals.gr/technology/2019-6-4-3-Razek.pdf
http://www.athensjournals.gr/technology/2019-6-4-3-Razek.pdf
http://www.athensjournals.gr/technology/2019-6-4-4-Heckmann.pdf
http://www.athensjournals.gr/technology/2019-6-4-4-Heckmann.pdf


 

 

 
ATHENS INSTITUTE FOR EDUCATION AND RESEARC H 

A World Association of Academics and Researchers 
8 Valaoritou Str., Kolonaki, 10671 Athens, Greece. 

Tel.: 210-36.34.210 Fax: 210-36.34.209  
Email: info@atiner.gr  URL: www.atiner.gr 

 

(ATINER) Established in 1995  (ATINER) 

 
 

Mission 
 
ATINER is a World Non-Profit Association of Academics and 

Researchers based in Athens. ATINER is an independent Association with 

a Mission to become a forum where Academics and Researchers from all 

over the world can meet in Athens, exchange ideas on their research and 

discuss future developments in their disciplines, as well as engage with 

professionals from other fields. Athens was chosen because of its long 

history of academic gatherings, which go back thousands of years to 

Plato’s Academy and Aristotle’s Lyceum. Both these historic places are within 

walking distance from ATINER‟s downtown offices. Since antiquity, 

Athens was an open city. In the words of Pericles, Athens“…is open to the 

world, we never expel a foreigner from learning or seeing”. (“Pericles‟ 

Funeral Oration”, in Thucydides, The History of the Peloponnesian War). It is 

ATINER‟s mission to revive the glory of Ancient Athens by inviting the 

World Academic Community to the city, to learn from each other in an 

environment of freedom and respect for other people‟s opinions and 

beliefs. After all, the free expression of one‟s opinion formed the basis for 

the development of democracy, and Athens was its cradle. As it turned 

out, the Golden Age of Athens was in fact, the Golden Age of the Western 

Civilization. Education and (Re)searching for the „truth‟ are the pillars of any 

free (democratic) society. This is the reason why Education and Research are 

the two core words in ATINER‟s name. 

mailto:info@atiner.gr
http://www.atiner.gr/


iii 

 

 
The Athens Journal of Technology & Engineering 

ISSN NUMBER: 2241-8237- DOI: 10.30958/ajte 

Volume 6, Issue 4, December 2019 

Download the entire issue (PDF) 

 

 
Front Pages 
 

i-viii 

Estimating the Success of IT Security Measures in Industry 
4.0 Environments using Monte Carlo Simulation on Attack 
Defense Trees 

Till Hänisch & Christoph Karg 

  

211 

Using an Extended Attack Defense Graph Model to 
Estimate the Risk of a Successful Attack on an IT 
Infrastructure 

Christoph Karg & Till Hänisch  

 

223 

Evaluation of Human Exposure οwing to Wireless 
Power Transfer Systems in Electric Vehicles 

Adel Razek, Lionel Pichon, Abelin Kameni,  

Ludovic Makong & Sahand Rasm 

 

239 

Zero Emission Mobility Campus, Using a German 
Example – Theory to Support a Sustainable Decision-
Making by Suggestion 

Rebecca Heckmann, Alexandra Mittelstädt, Lutz Gaspers 
& Jörn Schönberger 

259 

https://www.athensjournals.gr/technology/2019-04TE.pdf
https://www.athensjournals.gr/technology/Cover-2019-04TE.pdf
http://www.athensjournals.gr/technology/2019-6-4-1-Hanisch.pdf
http://www.athensjournals.gr/technology/2019-6-4-1-Hanisch.pdf
http://www.athensjournals.gr/technology/2019-6-4-1-Hanisch.pdf
http://www.athensjournals.gr/technology/2019-6-4-2-Karg.pdf
http://www.athensjournals.gr/technology/2019-6-4-2-Karg.pdf
http://www.athensjournals.gr/technology/2019-6-4-2-Karg.pdf
http://www.athensjournals.gr/technology/2019-6-4-3-Razek.pdf
http://www.athensjournals.gr/technology/2019-6-4-3-Razek.pdf
http://www.athensjournals.gr/technology/2019-6-4-4-Heckmann.pdf
http://www.athensjournals.gr/technology/2019-6-4-4-Heckmann.pdf
http://www.athensjournals.gr/technology/2019-6-4-4-Heckmann.pdf


Athens Journal of Τechnology & Engineering 
Editorial and Reviewers’ Board 

Editors 

 

 Dr. Panagiotis Petratos, Vice-President of Information Communications Technology, ATINER & 
Fellow, Institution of Engineering and Technology & Professor, Department of Computer 
Information Systems, California State University, Stanislaus, USA. 

 Dr. Nikos Mourtos, Head, Mechanical Engineering Unit, ATINER & Professor, San Jose State 
University USA. 

 Dr. Theodore Trafalis, Director, Engineering & Architecture Division, ATINER, Professor of 
Industrial & Systems Engineering and Director, Optimization & Intelligent Systems Laboratory, 
The University of Oklahoma, USA. 

 Dr. Virginia Sisiopiku, Head, Transportation Engineering Unit, ATINER & Associate Professor, 
The University of Alabama at Birmingham, USA. 

Editorial Board 
 Dr. Marek Osinski, Academic Member, ATINER & Gardner-Zemke Professor, University of New Mexico, 

USA. 

 Dr. Jose A. Ventura, Academic Member, ATINER & Professor, The Pennsylvania State University, USA.  

 Dr. Nicolas Abatzoglou, Professor and Head, Department of Chemical & Biotechnological Engineering, 
University of Sherbrooke, Canada. 

 Dr. Jamal Khatib, Professor, Faculty of Science and Engineering, University of Wolverhampton, UK. 

 Dr. Luis Norberto Lopez de Lacalle, Professor, University of the Basque Country, Spain. 

 Dr. Zagabathuni Venkata Panchakshari Murthy, Professor & Head, Department of Chemical Engineering, 
Sardar Vallabhbha National Institute of Technology, India.  

 Dr. Yiannis Papadopoulos, Professor, Leader of Dependable Systems Research Group, University of Hull, UK.  

 Dr. Bulent Yesilata, Professor & Dean, Engineering Faculty, Harran University, Turkey.  

 Dr. Javed Iqbal Qazi, Professor, University of the Punjab, Pakistan.  

 Dr. Ahmed Senouci, Associate Professor, College of Technology, University of Houston, USA. 

 Dr. Najla Fourati, Associate Professor, National Conservatory of Arts and Crafts (Cnam)-Paris, France.  

 Dr. Ameersing Luximon, Associate Professor, Institute of Textiles and Clothing, Polytechnic University, Hong 
Kong. 

 Dr. Georges Nassar, Associate Professor, University of Lille Nord de France, France. 

 Dr. Roberto Gomez, Associate Professor, Institute of Engineering, National Autonomous University of Mexico, 
Mexico.  

 Dr. Aly Mousaad Aly, Academic Member, ATINER & Assistant Professor, Department of Civil and 
Environmental Engineering, Louisiana State University, USA. 

 Dr. Hugo Rodrigues, Senior Lecturer, Civil Engineering Department, School of Technology and Management, 
Polytechnic Institute of Leiria, Portugal.  

 Dr. Saravanamuthttu Subramaniam Sivakumar, Head & Senior Lecturer, Department of Civil Engineering, 
Faculty of Engineering, University of Jaffna, Sri Lanka. 

 Dr. Hamid Reza Tabatabaiefar, Lecturer, Faculty of Science and Technology, Federation University, Australia. 

• Vice President of Publications: Dr Zoe Boutsioli 
• General Managing Editor of all ATINER's Publications: Ms. Afrodete Papanikou 
• ICT Managing Editor of all ATINER's Publications: Mr. Kostas Spyropoulos 
• Managing Editor of this Journal: Ms. Effie Stamoulara (bio) 

Reviewers’ Board 
Click Here 

http://www.atiner.gr/mechanical-unit
http://www.atiner.gr/eard
http://www.atiner.gr/TRANSPORTATION-UNIT.htm
https://www.athensjournals.gr/es-cv
http://www.athensjournals.gr/ajterb


v 

President's Message 
 

All ATINER‟s publications including the e-journals are open access 

without any costs (submission, processing, publishing, open access paid by 

authors, open access paid by readers etc.) and are independent of the 

presentations made at any of the many small events (conferences, 

symposiums, forums, colloquiums, courses, roundtable discussions) 

organized by ATINER throughout the year. The intellectual property rights of 

the submitted papers remain with the author.  

Before you submit, please make sure your paper meets some basic 

academic standards, which include proper English. Some articles will be 

selected from the numerous papers that have been presented at the various 

annual international academic conferences organized by the different 

divisions and units of the Athens Institute for Education and Research.  

The plethora of papers presented every year will enable the editorial board 

of each journal to select the best ones, and in so doing, to produce a quality 

academic journal. In addition to papers presented, ATINER encourages the 

independent submission of papers to be evaluated for publication.  

The current issue of the Athens Journal of Τechnology & Engineering 

(AJTE) is the fourth issue of the sixth volume (2019). The reader will notice 

some changes compared with the previous volumes, which I hope is an 

improvement. An effort has been made to include papers which extent to 

different fields of Technology and Engineering.  

 

Gregory T. Papanikos, President 

Athens Institute for Education and Research   

https://www.athensjournals.gr/Standards.pdf
https://www.athensjournals.gr/Standards.pdf
https://www.atiner.gr/research-divisions


 

 

 

Athens Institute for Education and Research 

A World Association of Academics and Researchers 

 

 

 

 

 

 

 

 

 

Conference Fees 
 

Conference fees vary from 400€ to 2000€ 
Details can be found at: https://www.atiner.gr/2019fees 

Social and Educational Program 
The Social Program Emphasizes the Educational Aspect of the Academic Meetings of 
Atiner. 

 Greek Night Entertainment (This is the official dinner of the conference) 

 Athens Sightseeing: Old and New-An Educational Urban Walk 

 Social Dinner 

 Mycenae Visit 

 Exploration of the Aegean Islands 

 Delphi Visit 

 Ancient Corinth and Cape Sounion 
 

Important Dates 

 Abstract  Submission: 18 November 2019 

 Acceptance of Abstract: 4 Weeks after Submission 

 Submission of Paper: 25 May 2020 

  

Academic Members Responsible for the Conference 
 

 Dr. Dimitrios Goulias, Head, Civil Engineering Unit, ATINER and Associate Professor & 
Director of Undergraduate Studies Civil & Environmental Engineering Department, 

University of Maryland, USA. 
  

10th Annual International Conference on Civil Engineering 
20-25 June 2020, Athens, Greece 

 
 

 

The Civil Engineering Unit of ATINER is organizing its 10th Annual International Conference on 

Civil Engineering, 22-25 June 2020, Athens, Greece sponsored by the Athens Journal 
of Technology & Engineering.  The aim of the conference is to bring together academics and 
researchers of all areas of Civil Engineering other related areas. You may participate as stream 
leader, presenter of one paper, chair of a session or observer. Please submit a proposal using the 
form available (https://www.atiner.gr/2020/FORM-CIV.doc). 

 

 

    

   

https://www.atiner.gr/2019fees
https://www.atiner.gr/civil-unit
http://www.atiner.gr/CIVIL-UNIT.htm
http://www.athensjournals.gr/ajte
http://www.athensjournals.gr/ajte
https://www.atiner.gr/2020/FORM-CIV.doc


vii 

 

 

Athens Institute for Education and Research 

A World Association of Academics and Researchers 

  

 

 

 

 

 

 

 

 

 

 

 
 

 

  

 

 

 

 

 

 

 

 

Conference Fees 
Conference fees vary from 400€ to 2000€ 

Details can be found at: https://www.atiner.gr/2019fees 
 
 
 
 
 
 
 
 
 
 
 

Academic Member Responsible for the Conference 
 

 Dr. Theodore Trafalis, Director, Engineering & Architecture Division, ATINER, 
Professor of Industrial & Systems Engineering and Director, Optimization & Intelligent 
Systems Laboratory, The University of Oklahoma, USA. 

 

Important Dates 

 Abstract  Submission: 18 November 2019 

 Acceptance of Abstract: 4 Weeks after Submission 

 Submission of Paper: 25 May 2020 
 

  

  

  

  

  

  

  

  

  

  

 

   

8th Annual International Conference on Industrial, Systems and Design 
Engineering, 22-25 June 2020, Athens, Greece 

 
 
 
 

The Industrial Engineering Unit of ATINER will hold its 8th Annual International 
Conference on Industrial, Systems and Design Engineering, 22-25 June 2020, Athens, 
Greece sponsored by the Athens Journal of Technology & Engineering.The aim of the 
conference is to bring together academics, researchers and professionals in areas of 
Industrial, Systems, Design Engineering and related subjects. You may participate as 
stream leader, presenter of one paper, chair of a session or observer. Please submit a 
proposal using the form available (https://www.atiner.gr/2020/FORM-IND.doc). 
 

Social and Educational Program 
The Social Program Emphasizes the Educational Aspect of the Academic Meetings of 
Atiner. 

 Greek Night Entertainment (This is the official dinner of the conference) 

 Athens Sightseeing: Old and New-An Educational Urban Walk 

 Social Dinner 

 Mycenae Visit 

 Exploration of the Aegean Islands 

 Delphi Visit 

 Ancient Corinth and Cape Sounion 
More information can be found here: https://www.atiner.gr/social-program 

 
 
 
 
 
 
 
 
 
 
 

 

   

https://www.atiner.gr/2019fees
http://www.atiner.gr/eard
http://www.atiner.gr/INDUSTRIAL-UNIT.htm
http://www.athensjournals.gr/ajte
https://www.atiner.gr/2020/FORM-IND.doc
https://www.atiner.gr/social-program




Athens Journal of Technology & Engineering December 2019 

 

211 

Estimating the Success of IT Security Measures in 

Industry 4.0 Environments using Monte Carlo 

Simulation on Attack Defense Trees 
 

By Till Hänisch
* & Christoph Karg

†
 

 
The choice of defense strategies in IT-security is often guided by qualitative methods 

only. For common scenarios like securing desktop computers, web servers, or 

extranets, there are well accepted best practices for establishing a secure 

environment. For other scenarios like computers in production environments (often 

referred as “Industry 4.0”) this is not the case. To secure such systems, there are a 

number of options, but their relevance for a certain application is less clear and is 

specific for the situation. Especially, for small and medium enterprises it is often 

unclear, which security measures to apply in their production. This paper describes a 

method based on attack defense trees, which allows to assess the value of defense 

measures based on simulated attacks.  

 

Keywords: IT-security, Industry 4.0, Attack Tree. 

 

 

Introduction 

 

Examples like the ransomware attacks of the last years, show that high profile 

cyber-attacks like advanced persistent threats (APTs) are not only targeting large 

multinational enterprises or governments, but also small and medium enterprises. 

Unfortunately, there is no clear consensus on how small and medium enterprises 

should protect their IT systems in production environments, for example in 

“Industry 4.0” scenarios. The general best practices published by institutions like 

the BSI in Germany or the CPA (Axelsen 2018) are not targeted to production 

environments and therefore of little help. The most prominent security measure, 

which is separating the production systems from the internet (“air gap”), is no 

longer realistic. Current trends like using Big Data, Industrial Internet of Things, 

and especially remote maintenance need a network connection between production 

IT and the outside world. Because of this, the choice of adequate security 

measures is increasingly important. To address this question, we conducted a 

survey among a number of larger companies, aiming to identify best practices for 

IT security in production (Hänisch and Rogge 2017). But it was unclear, how to 

prioritize them for each different small or medium company. 

While there is little doubt that common techniques like network segmentation, 

firewalls, virus scanners, intrusion detection systems, or enhanced employee 

awareness against social attacks make sense, and should be used by any means, 

allocation of budget or assigning priorities to more sophisticated techniques is not 

so obvious. 

                                                           
*
Professor, DHBW Heidenheim, Germany. 

†
Professor, Hochschule Aalen, Germany. 
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To decide, if adding a certain countermeasure makes sense in a given 

environment, a tool is needed, which allows to answer the question "Does 

countermeasure X stop the threat Y?" To decide, if the countermeasures currently 

in use in a given environment make sense, the question "Which countermeasure 

stops which threats?" also has to be addressed.  

Attack Defense Trees (ADT) are a well-established way to structure the 

complex interdependencies of threat steps and countermeasures (Roy et al. 2010). 

But since there are many possible paths through the Attack Defense Tree, the 

questions given above can't be answered directly. A Monte Carlo simulation is 

used: a (large) number of attacks is simulated as a random walk through the tree. 

By counting, which countermeasure stops which attack, the above questions can 

be answered. 

One problem remains: For every node in the ATD, the success probability has 

to be defined. Since there are many nodes, it is too much effort to build a new 

individual tree for every environment; for example a new tree for every company. 

If a common standardized tree is used, it has to be defined without knowing the 

details of the actual (difficulty of the) attack: standard attack trees neither 

compensate for local specialties of the target, like the awareness level of 

employees, the degree of standardization or the response times of a CERT team, 

nor do they incorporate knowledge about the attacker. While the latter is hard to 

specify (usually you don‟t know the attacker in advance) it might be possible to 

define attacker groups by giving an upper limit of the knowledge (or for example 

the resources available) of an attacker. 

The contribution of this paper is the definition of a method that allows 

specifying the assumptions about the success probabilities of an attack given a set 

of countermeasures in a way that is accessible to humans and allows adapting to a 

certain situation. The most important adaption is the analysis of a specific 

company without having to build a new tree. Intuition needed for finding the 

relevant defense measures can be replaced by interviews; selection of relevant 

attacks can be based on published data and/or attack trees and might be extended 

by case specific expertise. With the described method, the specification of success 

probabilities is simplified by splitting the probabilities in two parts; one that is 

common to all scenarios and can be reused, and a second, which might be different 

for each company. 

In summary: This paper describes a method based on attack defense trees 

which allows to assess the value of defense measures based on simulated attacks. 

The goal is not to provide an automatic strategy generator or tool selector, but to 

make the importance of specific measures transparent and help guide decisions by 

supporting human security specialists. 

 

 

Related Work 

 

While attack trees are normally used to find out which way an attacker will 

choose, we assume that we already know about the possible threats, but want to 

find the best measures to stop them. 



Athens Journal of Technology & Engineering December 2019 

 

213 

One problem
1
 of prioritizing countermeasures is to assess the probability of a 

successful attack, without the countermeasure in question. Because intuition is a 

questionable way of computing probabilities of rare events (Taleb 2007), a 

quantitative approach is advantageous. Methods for calculating probabilities of 

success for an attack are quite old: Attack trees were developed in the sixties 

(Ericson 1999), and have been used in IT security for more than twenty years 

(Amoroso 1994, Schneier 2000). 

Roy et al. (2010) propose an extension of Attack-Defense-Trees called 

Attack-Countermeasure-Trees, which includes defense nodes at any level in the 

tree. Our formalism could be applied to this type of tree too, but we put our focus 

on trees as simple as possible to keep the effort of adaption to a special case like a 

company as low as possible. They also use ROI-type calculations to find an 

optimal set of countermeasures. While cost is a well-accepted way of measuring 

the value of things, real costs are often not that easy to define for all events. To do 

that, it is necessary to rely on assumptions about possible threats, possible 

attackers, and their motivation and the effectiveness of the defense measures 

deployed. While assumptions are certainly necessary to a certain extent, one has to 

be aware that assumptions are no facts, and have to be treated accordingly. In our 

opinion, a good method is one that needs as few assumptions as possible. 

 Probabilities, required in many methods, especially in attack trees, can either 

be based on the past (that means counting), or on assumptions. Extrapolating the 

past into the future is risky, especially with rare events and impossible for events 

never seen before (Taleb 2007). Guessing probabilities is hard too, especially for 

the same kind of events as above: while humans have a good intuitive 

understanding of the probability of common events, the human brain is 

particularly bad assessing rare events. That makes sense from an evolutionary 

point of view, but is very bad for IT-security, where especially the rare and/or new 

attacks might be very dangerous in terms of damage. It is necessary to use a 

method for specifying the possible damage in a way that is accessible to humans.  

There are attempts to generate Attack Trees automatically, see for example 

(Paul 2014). But these are not adapted to a specific environment, company specific 

aspects like the awareness of employees are not considered. 

Attacks can be modeled in other forms like UML diagrams, which allow to 

model not only a static state space but can also show dynamic interactions, which 

are especially useful to analyze the behaviour in case of failed defense measures. 

But, the complexity of these models limits their use to general cases where their 

use is to understand general attack and defense mechanisms and not to analyze a 

specific environment for example a company (Löhner 2018). 

The separation of the probability in two parameters can be used for other 

purposes, like (Fen et al. 2012) proposing a two part definition of the possibility of 

an attack using a difficulty of an attack and the attack detection possibility to 

define the success probability but doesn't use the difficulty parameter to adapt to 

special situations but to select the path an attacker chooses to select the attack steps 

using multi-attribute utility theory. 

                                                           
1
The one investigated in this paper. There are more, like estimating the damage of a successful 

attack. 
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A common approach in IT security management is the assessment of risk by 

qualitative means. For example, the OWASP risk rating methodology (OWASP 

2019) assesses the risk of a threat by correlating its likelihood and its impact. Both 

the likelihood and the impact of the threat are rated with the value LOW, 

MEDIUM, or HIGH, respectively. The likelihood rating is derived by analyzing 

factors of the threat agent such as his or her skill level and motive and analyzing 

factors of the vulnerability such as the ease of its discoverability and the ease of its 

exploitation. Factors relevant for the assessment of the impact are technical 

impacts such as the loss of availability or confidentiality and business impacts 

such as financial damage or non-compliance. Depending on the rating of the 

likelihood and the impact, the overall risk severity of the threat is rated with None, 

Low, Medium, High, or Critical, respectively.  

Another popular framework is the Common Vulnerability Scoring Framework 

(CVSS) (FIRST 2019). The goal of CVSS is the communication of characteristics 

and severity of software vulnerabilities. Similarly to the OWASP approach, CVSS 

rates a vulnerability with the value None, Low, Medium, High or Critical, 

respectively. The rating is derived by assessing the vulnerability with three metric 

groups. The Base metrics group addresses intrinsic properties of the vulnerability 

which do not change over time and are not dependent on the user‟s environment. 

Metrics of the group rate the exploitability of the vulnerability and the respective 

impact in terms of confidentiality, availability, and integrity. The Temporal 

metrics group considers aspects of the vulnerability which might change over time 

such as the existence of exploitation tools or security patches. The Environment 

metrics group allows the customization of the score with respect to the 

requirements of a particular company or organization. While the assessment of the 

base group is mandatory to determine the vulnerability‟s score, the assessment of 

the temporal and environment is optional. An advantage of CVSS over other risk 

assessment frameworks is the world wide support by certs and organizations. For 

example, the U.S. National Institute of Standards and Technology runs the 

National Vulnerability Database
2
 which provides a comprehensive and up-to-date 

list of vulnerabilities with CVSS scores.  

 

 

Methodology 

 

ADTs are an extension of attack trees, which include countermeasures as 

leaf nodes (Kordy et al. 2014). While these trees and especially their evaluation 

can be made complex, see for example (Bistarelli 2007), a very simple version 

is used in our proposed method. 

                                                           
2
Website: https://nvd.nist.gov. 
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Figure 1. a) Simple Attack Tree with Different Node Types. To Achieve the Goal 

(N0009) there are Three Alternatives (N0005, N0006, N0007) from which the 

Attacker might choose one. b) The Corresponding Attack Defense Tree Shows 

N0005 having one Countermeasure N0001 which might stop this Attack. N0006 

Needs Two Measures N0002 and N0003 to be Successful to Stop the Attack 

 
 

 
 

Figure 1a shows a simple attack tree. The attack is modeled as a hierarchy of 

simpler steps. Threat nodes in Figure 1 may have groups of children (Roy et al. 

2010) where either all have to be successful (Composition, AND), or where it is 

sufficient that one is successful (Alternative, OR). To keep the design of the tree 

simple, we do not use selections out of a group of events. If this way of modeling 

is needed, it can be converted into nested structures of AND and OR.  

In addition to these combinations, we suggest a group of actions, which have 

to be successful in a given sequence (SAND); for an overview see (Kordy et al. 

2015). This is interesting for example in cases, where security incidents can be 

detected in an early stage of an attack and, if detected, be used to prevent 

following steps to be successful. Using a sequence allows to clarify, which attack 

steps shall be blocked and which can be ignored due to blocking of measures in 

earlier steps. This does not change the overall probability of success, but is 

important information for the prioritization of defense measures. 

a) 

b) 
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A second use of a sequence is to make the intent of the modeler explicit, when 

in reality the order of steps is not arbitrary. Assume we want to model the 

following attack steps: 

 

1. Spear phishing Office-IT 

2. Put Drive-by Malware in place 

3. Infect control panel app 

 

In step 2, maybe an XSS attack of a trusted website could be used. When 

specifying the difficulty of this step, it will highly depend on the website, which 

has to be used. In general, it is not difficult to infect a random site with an XSS 

attack vector. But, if for example we want to attack an office application in the 

controlling department of a large company with good employee awareness, it will 

be very difficult to exploit one of the few websites, an employee will use during 

his work. Because of this, the actual difficulty for this attack step cannot be 

defined without knowing in which context (and the order of the steps is part of this 

context) the steps will be executed. But since the usefulness of this additional 

modeling tool has not been validated in our practical experiments, in this paper we 

will focus on the more common grouping methods of "AND" and "OR".  

Figure 1b shows the same tree extended by countermeasures shown as green 

nodes. Countermeasures can also be modeled as subtrees containing logical 

groupings, exactly like attack steps. 

The construction of trees can be based on real examples found in the wild, for 

example from interviews. The initial attack tree we used for our work was based 

on interviews with a number of companies about their defense measures used to 

secure their production sites (Hänisch and Rogge 2017). Additionally, it was used 

to understand implications on security architecture for industry appliances 

(Hänisch 2018). 

The success probabilities of the individual nodes are defined by an empirical 

equation. The success probability of an attack step like “Use infected CD" to 

place malware is defined in terms of the capabilities the attacker must have and 

the actual difficulty of making the attack successful in a certain situation. 

Required capabilities in this example are “Be able to produce an innocent looking 

but interesting DVD” and “Physically put the disc to a place where it is taken 

and put into the machine to be attacked”. Both of these are simple, if the 

attacker has physical access, and are pretty difficult, if not. How hard it is in a 

certain situation, e.g. for a certain company facility, to guess, what looks innocent 

and interesting to the people in the company to be attacked, and to get physical 

access to a relevant place depends heavily on the company
3
. That means, the 

capability level is at least in a first approximation common to all targets but the 

difficulty is different for every situation. That means, the capability part has to 

be defined only once, while the difficulty part must be defined specifically for 

every situation. 

                                                           
3
And maybe on the type of attacker, like insider, motivated kid or member of an intelligence 

agency. 
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Figure 2. Part of a larger Attack Defense Tree. To Attack a Computer without 

going over the Network, an Infected CD or an Infected USB Stick could be used. 

The Attack via the CD could be prevented by Removing the Drive, the Attack via 

USB by Disabling All (Accessible) USB ports. The Success Probabilities of the 

Different Nodes are given by their Respective Capability and Difficulty Value. The 

Resulting Success Probability is shown in the Top Right Corner of Each Node 

 
 

The probability of success for an attack step is therefore separated in two 

parameters 
 

 
 

If c and d are assumed to be independent sub-probabilities, p is the product of 

both, so our implementation uses 
 

 
 

as a starting point. This can be modified by a frequency component providing 

(empirical) information about how “popular” this attack (step) is:  
 

 
 

From an economic perspective it makes more sense to deploy measures, 

which help against common attacks, instead of rarely used ones. But, this might 

depend on the attacker. An intelligence agency with unlimited resources might 

choose a rare and complex way to attack a target hoping that no-one will focus on 

preventing rare attack vectors. In this paper, we will only discuss the simple form 

with . 

Since we need probabilities and it is difficult to select values, especially for 

very rare and very common cases, we use a scale from 1 to 6, borrowing and 

simplifying
4
 ideas from the OWASP risk rating model (OWASP).  

                                                           
4
From OWASP Threat Agent Forces we borrow “Skill Level” and “Opportunity” as somewhat 

similar to our “capability” and “difficulty”. Instead of the OWASP likelihood level scale with 

three groups of three, we use 3 groups of 2, in total 6 levels. 
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Table 1. Definition of Probability Scale Values. The Same Values are used for 

Attacks and Countermeasures 

Scale 

value 
Definition 

Probability 

value 

1 very low/very easy (e.g. everyone) 0.1 

2 low/easy (e.g. some skills required/some problems) 0.3 

3 middle (well, middle) 0.5 

4 high (e.g. expert level) 0.8 

5 very high/very difficult (e.g. highly motivated hacker/ criminal) 0.9 

6 extremly high/extremly difficult (e.g. government agency level) 0.99 

 

To rank the measures, a Monte Carlo simulation is applied. This is a random 

walk over the state space of the tree: We walk down the tree till we are at the leaf. 

While going back, we check how things work: if a measure catches, the attack has 

failed. If the measure succeeds this is logged. If the measure succeeds, the threats 

on the way back have failed as a consequence.  

If the measure has not succeeded (or we have no measure), we make random 

attempts with the threats on our way up. If for example in Figure 1b 

"countermeasure 1" fails, we try, if "Sub Threat 1" is successful.  

If a threat fails, everything up to the next "OR" on our way back has also 

failed. The probability for choosing an (OR) alternative is weighted by the 

required capability. As a first approximation we chose the associated probabilities 

from the Capability - Probability table defined above (see Table 1). Then we 

shuffle the alternatives to avoid dependence on the (artificial) sequence of the 

definition. Then we add the probabilities of the alternatives for normalization. 

Next, we generate a random number and add up the probabilities until we reach 

this number. The corresponding alternative is the one we choose. This is basically 

a roulette wheel selection as used in genetic optimization; see for example 

(Lipowski and Lipowska 2012) or (Goldberg 1989). More details on the final 

implementation can be found in (Karg and Hänisch 2019). 

This process is repeated a (large) number of times. Since we logged, which 

measures were successful in stopping an attack, we can sort the measures by this 

number. The ones which prevented many attacks are the more important ones. 

This is the central assumption in our model 

 

 

Findings/Results 

 

To evaluate our method, we created an example tree, part of which is shown 

in the following Figure 3. The complete tree is available on github
5
, along with the 

source code. Other examples for the construction of Attack Defense Trees can be 

found in (Edge 2007). 

 

                                                           
5
https://github.com/TillHaenisch/ATD.git. 
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Figure 3. Part of the Example Tree, here Placing Malware. The Lower Graphic 

Shows the Complete Tree with the Rectangle Defining the Border of the Graphic 
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The tree was constructed from interviews with a number of companies to find 

out about the countermeasures used in their production IT. These were matched 

with a model-threat that tries to compromise a machine in a production 
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environment. The respective success probabilities were assigned using the scheme 

described above. This tree consists of 70 attack steps and 54 countermeasures. 

Even for this limited attack scope, the tree is pretty big and hard to oversee and 

understand. In our experience, a much larger tree is not manageable. This makes 

the use of very general attack trees rather difficult to say the least. 

To find out, if the results of the Monte-Carlo-Simulation of the attack-

defense-mechanisms are consistent with real-life strategies from our interviews, 

we simulated 10.000 attacks and analyzed, which threat steps were successful, 

and which measures successfully caught attacks. Table 2 shows some of the 

results. 

 

Table 2. Simulation Results: The Most and Least Successful Countermeasures and 

Attack Steps; there are shown the Type of Node (Threat or Countermeasure), the 

Actual Countermeasure or Threat Step and the Number of Successful Events in the 

Simulation in Absolute Numbers for 10000 Simulated Attacks 
ID type of node name # successful 

1 measure spamfilter 1020 

2 measure increase employee awareness 970 

3 measure anti-malware-application 501 

4 measure remove Device 911 

6 measure uninstall nonessential application 374 

7 measure L2 segmentation 366 

8 measure no default gateway configured 266 

  …  

48 measure endpoint authentication via certificates 0 

49 measure End-to-End encryption 0 

50 measure use cryptographic techniques 0 

    

1 threat identify IoT with autoupdate from internet 1347 

2 threat poison DNS cache from target site 474 

3 threat rare component 388 

4 threat MitM redirected router traffic 333 

5 threat identify Person with access to target 227 

  …  

32 threat USB available 0 

55 threat L3 routing 0 

57 threat first target IoT device 0 

65 threat place malware directly 0 

 

Since most of the attacks require the unintentional cooperation of a human, it 

is reasonable that a spam filter catches a large number of attacks by blocking the 
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required phishing mails. The same holds for increasing the awareness of 

employees. 

Measures like “endpoint authentication via certificates” or “L2 segmentation” 

didn‟t stop a single attack in this experiment.  

The intended use of the described method is to check, if certain measures 

might be superfluous, because other measures catch all relevant attack. In Table 2 

for example, the measure "End-to-End encryption" does not catch a single attempt. 

Of course, that does not mean, that this measure is worthless, but only that other 

measures seem to be more important for the specific threat under consideration. 

A second benefit is to check, if a measure considered to be implemented is 

useful. If it does not catch (many) attacks, it might be superfluous. These checks 

are not meant to be absolute in the way, that they are used to decide which 

measures should be implemented or not, but should be considered as indicators 

that further investigation is needed. 

In addition, looking at the successful measures, we also log successful threats. 

Every successful threat step, meaning it is not blocked by a measure and was 

found to be successful in a random walk through our tree, is logged too. With this 

information we can again sort by this number to get an idea which ways into our 

system are easy to take. For example, the threat step "poison DNS cache from 

target site" shown in Table 2 was successful in a large number of cases. That does 

not necessarily mean, that this is a real problem, because the related problems 

might be caught by measures not modeled in the tree, but that has to be evaluated. 

If it is a real problem, meaning this threat step is not caught by other 

measures, action is necessary. To reduce the success probability of a critical threat 

step, either additional measures can be deployed or the difficulty of the threat step 

can be increased by techniques not modeled in the tree.  

 

 

Conclusions 

 

Based on interviews with companies, an attack defense tree for a machine in a 

production environment was built. The success probabilities for its threat steps 

and countermeasures were assigned according to the scheme described in the 

article at hand. The Monte Carlo simulation of the overall success probability 

of attacking a machine gives results for the effectiveness of common 

countermeasures, which are compatible with the best practices found in the 

interviews. It seems reasonable, that the described model for specifying 

probabilities can be used in practice to assess the effectiveness of 

countermeasures. The model described should be tested with a number of 

specific practical problems to identify possible issues. 
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Using an Extended Attack Defense Graph Model to 

Estimate the Risk of a Successful Attack on an IT 

Infrastructure 
 

By Christoph Karg
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Nowadays, securing the IT infrastructure is an ongoing task in every company and 

organization. For small and medium-sized enterprises, this task is challenging because 

of its complexity and the related costs. Especially the risk assessment of threats and the 

choice of appropriate countermeasures is hard to handle by this kind of enterprises. 

Using the example of a ransomware attack, this paper describes how to use a method for 

risk assessment on the basis of attack defence graphs and Monte Carlo simulations. The 

details of the simulation algorithm are explained and formal aspects are considered. 

 

Keywords: IT security, attack defense graph, risk assessment, threat modeling. 

 

 

Introduction 

 

In a commercial environment, the goal of each security measure is the 

protection of the company‟s or organization‟s assets. In the context of information 

security, the measures focus on computer systems and the data stored on them. 

Usually, the financial budget to be spent on security measures is limited. As a 

consequence, not all of the available measures can be applied because of monetary 

restrictions. Hence, a choice must be made on how much money to spend on 

which security measure in order to use the financial resources in an optimal 

manner. 

The selection of the measures to secure a company‟s IT infrastructure is 

usually based on best practices. In the case of office IT environments, many of the 

choices are based on the experience which was gathered in the last decades. In the 

case of industrial production environments, the situation is quite different, since 

the process of digitalization just begins to find its way into these environments. 

According to IT security experts, there is the need of a quantitative assessment of a 

security measure with respect to the environment it shall be applied to (Blakley et 

al. 2002, Cremonini and Martini 2005). This kind of assessment may assist 

decision makers in choosing and prioritizing appropriate security measures. 

This paper describes an approach to assess the effectiveness of security 

measures on the basis of Monte Carlo simulations. The approach builds on the 

well-known model of attack defense graphs. An attack defense graph is a directed 

acyclic graph whose nodes represent threats which arise from existing 

vulnerabilities and countermeasures to mitigate the respective threats. The nodes 

are grouped in compositions (and) or alternatives (or) in order to specify the 

dependencies. Each sink of the graph represents an attack which may be the result 

of successfully exploiting the vulnerabilities which are located on the paths 
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towards the sink. The attack may be prevented by successfully applying the 

counter measures which lie on the paths towards the sink. 

In order to estimate the risk of a successful attack, the model is extended with 

additional information. In particular, both a capability and a difficulty value are 

assigned to each node representing a threat or a countermeasure. The capability of 

a threat or a countermeasure describes the skill level of an attacker to successfully 

implement the threat or the skill level of a defender to successfully deploy a 

countermeasure, respectively. It is assumed that the capability value is independent 

of the environment to be analyzed. The difficulty value of a node measures the 

difficulty of implementing a threat or of deploying a countermeasure in a given 

environment, respectively. To enable Monte Carlo simulation techniques, 

probabilities are derived from the capability and the difficulty values. 

To answer questions such as “How does the usage of security measure A 

influence the risk?” or “Is security measure A better than security measure B with 

respect to the mitigation of the risk?“, several Monte Carlo simulations are 

performed and analyzed. The simulation results can help the decision makers to 

select these countermeasures which fit the best to their IT environment. Another 

application of the approach is the computation of an cost-optimal selection of 

security measures which minimize the risk of a successful attack. The use case of a 

ransomware attack is used in order to illustrate the application of the model. 

The paper is organized as follows. The section Related Work contains a 

summary of the papers which were relevant for this work. The section Findings/ 

Results contains our contributions to the topic. At first, the model of attack defense 

graphs is introduced briefly. Then the model is applied to the use case of a 

ransomware attack. After describing the algorithm behind the simulation system, 

the use case is analyzed. Furthermore, formal aspects of the model are presented 

and insights into the implementation are provided. The paper closes with the 

section Conclusion. 

 

 

Related Work  

 

Analyzing the safety of a technological system with the mathematical model 

of graphs is a well-known and acknowledged methodology in systems engineering. 

The roots go back in the 1960s where Watson and Mears at Bell Labs developed a 

tree-based technique to analyze the Minuteman Launch Control System. Hassl 

from Boeing recognized the potential of this approach and promoted it as a 

significant system safety analysis tool. The tool became popular as fault tree 

analysis (FTA) in the aerospace industry and was adopted from other industries 

such as the nuclear power industry and the robotics industry. In 1981, the 

U.S. Regularity Commission published a handbook on the application of the fault 

tree analysis and its mathematical foundations (Vesely et al 1981). Over the last 

six decades, fault tree analysis was developed further by a worldwide scientific 

community. More details on the history of the fault tree analysis can be found in 

(Ericson, 1999). An approach to utilize attack-fault trees for quantitative analysis 

in the area of cyber physical systems is given in (Kumar and Stoelinga 2017). 



Athens Journal of Technology & Engineering December 2019 

 

225 

In the year 1999, Bruce Schneier introduced the concept of attack trees as a 

(Schneier 1999a, 1999b). According to Schneier, most people do not have a 

detailed understanding in computer security. Especially, for decision makers in 

companies and organizations it is hard to figure out the consequences of a cyber 

security threat. Attack trees are a formal method to describe attacks on computer 

systems in a manner which is understandable for non-experts. Schneier proposed 

to assign attributes to the nodes in order to enrich the attack tree with additional 

information. Examples of such attributes are the success possibility of the attack 

represented by an node, the equipment needed to perform the attack, or the costs of 

the attack to be paid by the threat agent. Schneier‟s model of attack trees is a 

simplistic one and lacks the concepts of countermeasure nodes and success 

probabilities. 

Schneier‟s concept influenced the work of many researchers on the field of 

computer security. For example, Mauw and Oostdijk (2005) studied formal 

aspects of attack trees and provided a denotional semantics. To do this, they 

formalized the notion of an attack tree and studied transformations on attack trees 

and their respective consequences (Mauw & Oostdijk, 2005). Kordy et al. (2014) 

extended the model to so-called attack defense trees by adding countermeasures to 

the tree (Kordy et al. 2014). The idea behind their approach is to model a game 

between an attacker and a defender of a computer system. On the one hand, the 

attacker has the goal to successfully realize the threat by applying the steps 

represented by the attack nodes. On the other hand, the defender tries to prevent 

the attacker from being successful by applying the countermeasures described in 

the defense nodes. The authors gave a formal representation of the attack defense 

tree model and prove several semantic aspects of the model. 

Edge et al. (2006) used attack and protections trees to analyze attacks against 

computer networks (Edge et al. 2006). They created the concept of threat logic 

trees. These are trees where metrics are associated to the leaf nodes of the tree. The 

metrics are probability of success, impact to the system, the cost to attack, and risk. 

The metrics are used to analyze the tree and to estimate the risk of a successful 

attack. They use their model to analyze a distributed denial-of-service attack to the 

servers of Homeland Security. In contrast to the above approaches, the modelling 

is split in two trees: the attack tree and the protection tree. 

The usage of attack defense trees in threat modelling and risk assessment is a 

widely recognized methodology in information technology. For example, Fraile et 

al (2016) used attack defense trees to analyze the security of automated teller 

machines (ATM) (Fraile et al. 2016). Based on their practical work, the authors 

attest attack defense trees a high potential to produce good results in risk 

assessment. 

The quality of the modelling with attack defense trees is strongly related to the 

experience of the persons which are involved in the analysis process. Experts on 

the field of cyber security apply methodologies from risk assessment such as the 

OWASP risk rating methodology (OWASP 2019) or the CORAS approach (Lund 

et al. 2011). Another useful tool is the common vulnerability scoring system 

(CVSS) which is a worldwide accepted standard to describe the characteristics of 

vulnerability (Forum of Incident Response and Security Teams 2019). CVSS is 
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used to classify known vulnerabilities in a standardized way. The findings are 

published in publicly available databases such as the U.S. National Vulnerability 

Database
1
. 

Hänisch and Karg (2019) introduced a method for cyber security risk 

assessment on the basis of attack defense graphs and Monte Carlo simulations 

(Hänisch and Karg 2019). Their goal was to make the importance of specific 

measures transparent to decision makers and to support security specialists without 

requiring the effort of a complete risk analysis. 

 

 

Findings & Results 

 

The Model 

 

The model to be used in following is a combination of attack defense graphs 

and Monte Carlo simulations. For a detailed introduction to the model, we refer to 

(Hänisch and Karg 2019). 

In this model, attack defense graphs are used to analyze the risk of a threat. 

Such a graph is a directed acyclic graph. The nodes of the graph consist of threats, 

countermeasures, or selections of them. A selection can be either a composition 

(and) or an alternative (or). The root of the graph represents the main threat to be 

analyzed. The leafs of the graph are the atomic actions to be performed by the 

attacker and the defender, respectively. Each leaf is assessed with two values, the 

capability and the difficulty. The meaning of the values is as follows: 

 

• The capability measures the fundamental complexity of successfully 

applying the threat or the countermeasure. The value is integral and ranges 

from  (simple) to  (very complex). 

• The difficulty rates the environment the system is located and the 

respective effects on implementing the threats and countermeasures. The 

value is integral and ranges from  (simple) to  (very complex). 

 

The success rate of a threat or a countermeasure is derived by its capability 

and difficulty assessment according to (Table 1). In the following, we refer to 

the contents of this table as the risk assessment model. 

                                                           
1
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Table 1. Risk Assessment Lookup Table 

 

 

 Figure 1 provides a chart of the success rates of the capabilities with respect 

to the difficulties. 

 

Figure 1. Risk Assessment Chart 

 
 

Use Case: Ransomware Attack 

 

In the following, the attack defense graph model is used to analyze the threat 

of a ransomware attack. The respective graph is displayed in Figure 2.  

The root (N0001) of the graph represents the risk of a successful ransomware 

attack. An assumption in this use case is that the attacker is not able to get 

physical access to the company site. Hence, he cannot place malicious USB 

sticks or hack the company‟s computers directly. 
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Figure 2. An Attack Defense Graph modeling the Threat of a Ransomware Attack 

and the Respective Countermeasures. 

 
Without direct access, the attacker needs to the malware via the internet. He 

has two alternatives: sending a spam email which contains the malware as an 

attachment or performing a drive-by attack where the victim downloads the 

malware from a well-prepared web page. This alternative is modeled with the 

nodes N0002, N0005, and N0012. 

Independently of the attack path, the attacker needs to choose a ransomware 

malware which is feasible for a successful attack (node N0003). This can be done 

quite easily by searching the internet or the darknet. A countermeasure is the 

deployment of an anti-malware toolkit within the company‟s IT infrastructure 

(node N0004). The challenge is to keep this toolkit up to date in order to detect the 

latest malware. 

The next step of the attack path is the creation of an attachment containing the 

malware (node N0007). Usually, this is a PDF or a Microsoft Office document. 

From the defender‟s point of view, this cannot be prevented. Finally, the spam 

email needs to be sent (node N0008). The attacker can choose a service offered in 

the darknet or can use a public email service provider. The defender can act 

against this threat by using a spam filter (node N0010) or improving the awareness 

of the employees (node N0011). 

After choosing the malware, the attack path continues with the setup of a 

website which is used to distribute the malware (node N0014). In the internet, 

there exist various hosting platforms for this purpose. It is not difficult to create a 

well-designed website. Finally, the attacker needs to send the link to the website 

via email (node N0015). The defender can take care on this threat by using a spam 

filter (node N0017) or improving the awareness of its employees (node N0018). In 
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contrast to the previous attack path, we assume that for a spam filter it is more 

difficult to detect malicious links in an email than to detect bad attachments. This 

results in an higher capability value of node N0017. 

 

Monte Carlo Simulation 

 

After modeling the use case, the resulting attack defense graph is analyzed by 

performing a Monte Carlo simulation. The algorithm behind this simulation is 

depicted in Figure 3. 

In the first step of the algorithm, the success rates of the leafs are initialized 

with the values of the risk assessment model. Then, the parameters of the 

simulation are initialized. All in all  simulation steps are 

performed. The number of successful simulation steps is stored in the variable cntr. 

A simulation step is computed by a recursive procedure which performs a 

depth-first walk through the attack defense graph beginning at the root node. The 

steps of the computation depend of the type of visited node. 

If the visited node is a countermeasure node, then the procedure chooses the 

success rate  depending on the countermeasure‟s capability and the difficulty (see 

(Table 1)) and determines its success by a random trial, this is, a Bernoulli 

experiment with success probability . 

If the visited node is a threat node, there are two cases: 

 

• The node is a leaf: In this case, the procedure guesses the result  of the 

threat uniformly at random according to its capability and difficulty. 

• The node has a child threat: In this case, the procedure computes the result 

of the child threat recursively and stores it as the result  of the node. 

 

If a countermeasure is assigned to the threat node, then the procedure 

furthermore computes the result  recursively and sets the result of the node to 

. This is, if the countermeasure is successful, then it prevents 

the success of the threat. 

If the node is a composition (and) or an alternative (or) of threats or 

countermeasures, then the procedure recursively computes the result of the node‟s 

children and then sets the value of the node as the logical and or the logical or of 

its children, respectively. 

In the case of a successful attack, the variable cntr is increased. As the result, 

the algorithm returns the ratio of successful attacks with respect to the total 

number of simulations, this is, the fraction . 
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Figure 3. Simulation Approach 

 
 

Analysis of the use Case 

 

The analysis of the use case starts with two basic simulations. The first 

simulation runs on a variant of the attack defense graph where all countermeasures 

are disabled (see Figure 4). According to the simulation, the success rate of threat 

without countermeasures is approximately 95.432%. The success rate is too high 

to be neglected. 
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Figure 4. The Simulation of the use Case without Countermeasures Delivers a 

Success Rate of 95.432%. 

 
 

The second simulation runs on the graph with all countermeasures enabled 

(Figure 5). The result is that the countermeasures reduce the success rate to 2.3%. 

Interpretation: the risk of a ransomware attack can be effectively minimized by 

applying all countermeasures. 

 

Table 2. Sensitivity Analysis of the Usage of an anti-Malware Toolkit (node 

N0004) 
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Figure 5. Applying the Countermeasures Lowers the Success Rate to 2.3%. 

 
 

The usage of an anti-malware toolkit (node N0004) is a central 

countermeasure in the sense that it influences both attack paths. Hence, it is 

important to analyze the consequences of a wrong assessment of this node. This is 

done by changing both the capability and the difficulty of the node and performing 

another Monte Carlo simulation on the modified attack defense graph. The result 

is displayed in [tab: anti-malware-sensitivity]. The simulation shows that in the 

worst case the success rate of the ransomware attack is seven times higher 

(capability 6, difficulty 6) than in the initial assessment. 

From an economic point of view, the deployment of IT security mechanisms 

results in costs such as license fees or working time of the IT department. A 

legitimate question is which of the counter measures can be omitted without 

significantly increasing the risk of a successful attack. These kind of questions can 

be answered by modifying the attack defense graph. In the use case of the 

ransomware attack, the implementation of the countermeasures (nodes N0011 and 

N0018) might cost a non-negligible amount of money. What happens if these 

countermeasures are omitted? Changing the attack defense graph and performing a 

Monte Carlo simulation shows that this results in a success rate of . 

 

Formal Aspects 

 

A fundamental assumption of the model is the independence of the leaf 

nodes. Using this assumption and a pocket full of mathematics, several facts 

can be derived which help to understand the behaviour of the model. These 

facts help to find errors in the implementation of the simulation system. 
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In the following  and  denote the event that the threat  or the threat 

 is successful, respectively. The events , , and  are defined analogously 

with respect to countermeasures. 

 

Fact 1. If  and  are independent, then 

 
and 

 
 

The first equation represents a composition of threats, the second one 

represents an alternative of threats. The fact applies to countermeasures too and 

can be extended to any number of independent events. 

 

Figure 6. Two ways to apply Countermeasures to a Composition of Threats 

 
 

A common situation during the modeling phase of a threat assessment is 

choice of preventing two threats together with one single countermeasure or with 

one countermeasure per threat (see (Figure 6)). The following two facts model 

the situation in the case of a composition (and) of two threats. Fact 2 addresses 

the first case ((Figure 6) a), fact 3 addresses the second case ((Figure 6) b). 

 

Fact 2. If the events ,  and  are independent, then 

 

Fact 3. If the events , ,  and  are independent, then 

 

If , then the following inequality can be derived 

from fact 2 and fact 3: 
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This inequality can be interpreted as follows: in the case of a composition of 

two threats, it is better to mitigate the risk of each threat with a separate 

countermeasure than to handle both threats together with one single 

countermeasure. 

The next two facts consider the two cases in the case of an alternative (or). 

Fact 4 addresses the usage of one countermeasure for both threats, fact 5 

addresses the treatment of each threat with one separate countermeasure. 

 

Fact 4. If the events ,  and  are independent, then 

 
 

Fact 5. If the events , ,  and  are independent, then 

 

If , then the following inequality can be derived 

from fact 4 and fact 5: 

 

 
 

This inequality can be interpreted as follows: in the case of an alternative of 

two threats, it is better to handle both threats together with one single 

countermeasure than to mitigate the risk of each threat with a separate 

countermeasure. 

 

Implementation Aspects 

 

This section provides some details on the lessons learned from the 

implementation of the simulation system. 

 

Rapid Prototyping with Python 

 

The first step in the implementation process was a rapid prototyping approach 

with Python
2
. The application was designed in an object oriented fashion. As 

expected, the development was done in short period of time. 

While working with Python, we benefited from the simplicity of this 

programming language. Especially the dynamic typing of the variables during run-

time and the required formatting of the code with indentations supported to make a 

good progress. Another advantage are the built-in data structures such as lists and 

dictionaries which simplify the implementation of common algorithms such as 

graph algorithms. 

The Python ecosystem consists of lots of additional packages which can be 

installed easily with the Package Installer for Python (PIP). Two of these packages 

turned out to be very useful in our software protect and are described briefly in the 

following. 

                                                           
2
Webpage: https://www.python.org 
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In the development of the simulation system the possibility of cloning an 

attack defense graph was needed. This is, an exact copy of the graph had to be 

created which is in a different memory location than the original one. Thy Python 

module copy
3
 provides with the command deepcopy() exactly the required 

functionality. The command recursively creates a copy of an object and all the 

objects it does contain. 

In order to simulate an attack defense graph with different node assessments, 

it is necessary to iterate through a given range of capability or difficulty values. 

For example, in the above use case, the impact of an anti-malware toolkit (node 

N0004) was analyzed by simulating the attack defense graph for each of the 

capability difficulty pairs from in the set . Programming in 

Python, this can be done easily by using the module itertools
4
 which provides 

building blocks for iterators based on a given set of values. This module helped a 

lot in creating different simulation scenarios. 

After the prototype of the simulation system was completed, it was used to 

analyze several use cases. While working with the software, several drawbacks of 

the Python language did arise. At first, since Python is an interpreted programming 

language, many errors in the code pop up during the execution of the program. 

Furthermore, the execution of the interpreted code is slow compared to the code of 

a compiled programming language such as C++ or Java. 

Another disadvantage is the Python global interpreter lock (GIL), which 

controls the execution of threads in such a way that only one thread is executed at 

a point of time. As a consequence, implementing a multi-threaded simulation 

approach does not improve the performance of the simulation system, since at a 

time only one thread can be executed. The power of a multi core CPU is not 

maxed out because only one core is used. A solution is the implementation of a 

multi process approach with interprocess communication which is more complex 

compared to multithreading. For more details, we refer to (Gorelick and Ozsvald, 

2014). 

Besides of its drawbacks, rapid prototyping with Python was the right 

decision, because the simulation tool could be put into work within a very short 

period of time. It provided a lot of knowledge which turned out be useful in further 

progress of this project. 

 

Re-Implementation with Java 

 

The major drawback of the Python implementation was its mediocre 

performance and the restricted support of multithreading. Hence, we decided to do 

a re-implementation with the programming language Java
5
. Java was chosen 

because of its platform independence and the large availability of third party 

software packages. The re-implementation started with Java 8. Later, we switched 

to Java 11, the current version with long term support. 

                                                           
3
Webpage: https://docs.python.org/3/library/copy.html. 

4
Webpage: https://docs.python.org/3/library/itertools.html. 

5
Webpage: https://www.oracle.com/technetwork/java/index.html. 
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The project was designed as a multi-module architecture which made use of 

the Java Platform Module System (JPMS) which was introducted in Java 9. 

Simply spoken, JPMS enables the separation of the code into several modules. 

Each module must have an unique name and must specify the dependencies on 

other modules. In particular, it must be specified which elements of the module are 

accessible. The benefit of this approach is an increase of reliability of the software 

and a better encapsulation of the software packages. The interested reader finds 

more information on Java modules in chapter 12 of (Flanagan and Evans 2018). 

Since the Java SE Development Kit does not include a build tool which 

automatically takes care of module dependencies, Maven
6
 was chosen as the 

software management and build toolkit. The layout of the project was a multi-

module one. For each module, a project object model (POM) had to be created. 

The POM includes, among other things, the dependencies of the module and the 

instructions to build and package the module. The format of a POM file is XML. 

The re-implementation with Java resulted in a software with improved 

running times and proper multithreading support. Compared to Python, the 

development in Java was more time-consuming. Since Java did not provide 

modules with the functionality of Python‟s copy and itertools modules, additional 

work had to be spent on implementing these features. 

 

 

Conclusion 

 

This paper describes the application of a risk assessment model to the use case 

of a threat induced by ransomware attack. The model is based on attack defense 

graphs and Monte Carlo simulations. The model was successfully implemented 

with Java. The analysis of the ransomware use case demonstrated how to apply the 

model to practical problems arising in the area of cyber security risk assessment. 

The use case shows how the model can help security specialists to find out 

appropriate countermeasures to mitigate common threats on computer systems. 

The effort of applying this model is moderate compared to other risk assessment 

methods. As a consequence, the model is appealing to small and medium-sized 

enterprises which can use the model for decision-making on it security solutions 

with moderate costs. 
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This paper presents a general overview of wireless power transfer systems (WPT) 

for charging batteries in electric vehicles (EV), focusing on human exposure 

surveys. After describing the schematics and strategies of the two WPT problems, 

static (stationary parking) and dynamics (road travel), we examined the problem of 

exposure to radiation fields attributable to WPT systems in humans and more 

generally living tissues. We first study how to predict these radiated fields and 

examined their compliance with international standards. A model used the human 

body derived from magnetic resonance imaging and high resolution. It was also 

developed a mode by numerical computations with the method of the finite elements. 

An exposure assessment of a characteristic wireless inductive charging system was 

provided to estimate the induced electromagnetic fields. We counted the worst 

configuration for the exposure assessment of the wireless charging system. In a 

second step, we studied the sensitivity of the exposure level, taking into account the 

uncertainty of the parameters characterizing the electromagnetic problem. 

Stochastic models, helped study exposure level of an inductive power transfer 

system. Two non-intrusive approaches were associated with a 3D finite element 

method to construct adequate meta-models: the Kriging and Polynomial Chaos 

extensions. These two techniques proved to provide powerful tools for characterizing 

human exposure at 85 kHz, which is a typical frequency of inductive charging of 

electric vehicles. 

 

Keywords: Electric Vehicles, Wireless Power Transfer, Battery Charging, Human 

Exposure, Stochastic Approaches. 

 

 

Introduction 

 

The automotive industry is currently undergoing profound technological 

change in a context where environmental concerns are at the forefront. Constraints 

in terms of CO2 emissions have pushed the manufacturers to develop a "cleaner" 

concept such as electric vehicles (EV). Such a vehicle currently uses a standard 

cable connection for charging that may include annoying and/or inconvenient 

items for the user. In this context, the non-contact inductive power transfer (IPT) 

charger is an interesting substitute. 

The two essential theories that manage the IPT are the Ampere‟s law of 1820 

and the principle of magnetic induction found by Faraday in 1831. While Ampere 
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showed that a current could produce a magnetic field, Faraday revealed the duality 

between the magnetic and the electric field demonstrating that a time-varying 

magnetic field can be interacting with an electrical circuit in order to induce into it 

an electromotive force. These two principles are allowing abundant applications 

commanding the development of the modern energy conversion devices. The first 

real improvement in the direction of IPT arrived with Tesla‟s studies. 

Nikola Tesla (1856-1943) first introduced wireless power transfer in the 

1890s (Tesla 1904), but it was only recently that this technology has been widely 

exploited for societal applications. In particular, the extension of resonant wireless 

energy technology can be used for the charging of many everyday devices. 

Various terms, including inductive power transfer (IPT), inductive coupling, and 

resonant power transfer, are generally referred as wireless power transfer (WPT). 

These different terms are designated to the same essential procedure - the transfer 

of energy from a power source to a load, without contact, through an air gap. A 

wireless energy transfer system consists essentially of two coils - a transmitter and 

a receiver. 

 

Figure 1. IPT Charging System for EV: (a) System Arrangement (b) Electric 

Circuit  

 
(a) 

 
(b) 
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This solution offers in the case of EV simplicity of use, a speed and a decent 

resistance to damage of cables. The objective was to transfer energy from the 

ground to the vehicle (on board battery) by an inductive loop system (a 

transformer), as shown in Figure 1 (Ibrahim et al. 2015). This device required 

reaching a good performance and positioning tolerance (transmitter - receiver 

coupling). The coupling between the transmitter, which was placed on the ground, 

and the receiver, which was placed under the floor of the vehicle, was functioning 

through a large gap. This large space implies a high level of parasitic field near the 

coils, which can pose a problem of exposure to magnetic fields for passengers or 

persons likely to approach the vehicle during charging operations. It is therefore 

necessary to evaluate the level of exposure in order to comply with international 

safety instructions (ICNIRP 2010). 

The use of wireless inductive power transfer (IPT or WPT) is becoming an 

effective technology for the growth of electric mobility (Cirimele et al. 2018). In 

addition, with the increasing number of current research attractions and the 

expected intensification of the practice of such wireless charging systems for 

electric vehicles, it is important to initiate research efforts to wireless charging 

systems and the human body (Ding et al. 2014). 

WPT systems could be used in static, parking mode (Ibrahim 2014) or when 

moving the vehicle dynamically (Cirimele 2017). The dynamic mode, even more 

complicated in its operational control and the need for specific infrastructures, 

offers the possibility of overcoming the barriers represented by the heavy storage 

of the battery on board, the long charging time and the limited autonomy in the 

case of static mode. The parasitic field level near the coils due to the large air gap 

can be different between static and dynamic modes, and is due to the nature and 

operation of the coils in both cases. In addition, the constraints of field exposures 

differ between the two modes; however, the exposure assessment strategies are 

more or less similar.  

Two features mainly motivate the research efforts to interact between the 

wireless charging systems and the human body. One has to estimate the induced 

electromagnetic fields in the human body at the frequency of the wireless charging 

system, i.e., magnetic flux density, electric field, and current density, to evaluate 

the potential health effects, as well as to examine the compliance with standards 

defined by International Commission on Non-Ionizing Radiation Protection 

(ICNIRP), see (ICNIRP 2010). The other aspect was to examine the impact of the 

input current of the wireless charging system on the radiation levels and make 

available the valid data for determining the extent of design liberty of IPT systems. 

Much research has been dedicated to the investigation of human exposure to the 

electromagnetic environment, such as handset antennas and the wireless resonance 

power system, see for example (Okoniewski and Stuchly 1996, Shiba and Higaki 

2009, Christ et al. 2013). The operating frequency derived mainly from megahertz 

to gigahertz.  

However, due to electromagnetic compatibility and energy efficiency, the IPT 

system for electric vehicles, generally operates in lower frequency range (from a 

few kilohertz to around 100 kHz). In this frequency range, exposure studies to 

wireless inductive charging systems have not been enough so far. Since fields 
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close to the IPT system can engender high fields in the body tissues of nearby 

humans, we need to identify the conditions under which the IPT system can 

demonstrate compliance with international safety guidelines (ICNIRP 2010, IEEE 

Standard 2005). The evaluation of exposure of human tissues to magnetic fields 

needs usually suitable and sufficient modeling methodologies, based on 3D 

computations applied for solving the electromagnetic problem involving the 

wireless system, the vehicle, and the human body (ie. in the vehicle or located 

beside), see for example (Ding et al. 2014). In this work, an assessment focuses on 

the electromagnetic fields induced by a representative inductive wireless charging 

system in the human body. Constructed MRI (Magnetic Resonance Imaging) 

models produced human anatomical models with high resolution compatible with 

the numerical approach. A 3D numerical approach providing a scientific estimate 

of human exposure to this system was developed. In addition, an evaluation of the 

electromagnetic exposure presented both normal and unfavorable configurations. 

 In order to assess human exposure near WPT systems in automotive 

applications, adequate systematic modeling methodologies have to be developed. 

Recently 3D computational models have been studied and applied for solving the 

electromagnetic problem involving the wireless system, the vehicle, and the 

human body in the vehicle or located beside vehicle, see (Park 2018, Cirimele et 

al. 2017, Cimala, et al. 2017 and Campi et al. 2017). Such full wave computational 

approaches give reliable results about the radiated fields around the system or 

induced quantities in the human body; however, this may lead to heavy 

computations that need to be repeated for each new configuration. A key point in 

such problems is that the level of exposure is highly dependent on various 

parameters: shape or size of coils, geometrical characteristics of the system 

(structural parts of the vehicle and shielding plates), materials properties (ferrites 

and chassis of vehicle), possible misalignment between transmitter and receiver 

while charging, and position of the human body. Moreover, some uncertainty can 

affect each physical or geometrical parameter. Τherefore, during the design of the 

IPT system, the consideration of level of exposure cannot only rely on 

deterministic full 3-D solvers. In this situation, the introduction of stochastic tools 

allows to deal with the variability of all the parameters which are describing the 

electromagnetic problem. Such approaches can be very efficient in the framework 

of the determination of specific rate absorption (SAR) in biological tissues due to 

mobile phones at microwave frequencies. 

The first objective of this article was to present a general overview of wireless 

energy transfer systems in electric vehicles, focusing on human exposure surveys. 

After having illustrated the problems and strategies of the two WPT categories, 

static (stationary parking), see for example (Ibrahim et al. 2015) and dynamic 

(road travel), see for example (Cirimele et al. 2016), we examine the problem of 

exposure to radiation fields attributable to WPT systems in humans and more 

generally in living tissues. 

In the second objective of this work, we studied the sensitivity of the exposure 

level taking into account the uncertainty of the parameters characterizing the 

electromagnetic problem. Due to this aim, we compared different stochastic 

methods during the investigation of the compliance of IPT systems with 
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international standards, regarding the human exposure. We focused on so-called 

non-intrusive methods that use 3D finite element computations with a limited set 

of realizations. Kriging and Polynomial chaos have already shown their interest in 

numerical dosimetry and optimization in the case of extremely low frequency (50 

Hz), see (Lebensztajn et al. 2004 and Gaignaire et al. 2012) or wave propagation 

problems, see (Voyer et al. 2008 and Kersaudy et al. 2014). In this paper, the two 

techniques provided powerful tools to characterize the human exposure at 85 kHz, 

which is a typical frequency for inductive charging of electrical vehicles. 

 

 

Wireless Power Transfer WPT 

 

Static WPT 

 

An IPT system for charging battery of a static EV, is represented in Figure 1. 

It is composed of an electrical source, a load (battery) and in between an inductive 

coupler transformer (ICT) with shielded coils. Planar parallel axes shielded coils 

could produce concerning the ICT structure, one of the most proficient magnetic 

flux transfers. In such a situation, the energy transfer functions overall receiver 

surface and shielding that is used to improve the mutual inductance (M) by 

increasing the magnetic flux between the two coils. The shielding is accomplished 

by a magnetic almost none conducting material and ferrite is usually used. 

The complete scheme is composed of two major parts: the ICT that allows the 

wireless transfer through the magnetic induction and that ensures a galvanic 

insulation between the source and the load. The second feature comprises the 

capacitive compensations and the power electronics connected to ICT, which 

manages the arrangement to operate at resonance. The whole system practices IPT 

system. Between the grid and the ICT, there are two conversion steps: grid low 

frequency AC to DC, and DC to AC high frequency. These conversions allow 

regulating the power quantity by controlling the input voltage and the frequency. 

Between the ICT and the battery, a finishing conversion from high frequency AC 

to DC permits granting energy to the battery. The air gap of the ICT is large and 

then the coupling is weak. Therefore, administering the high reactive power is 

required in order to reach the required transferred power, and the use of resonant 

elements in both sides of the ICT is indispensable as compensation to guarantee 

good efficiency. In addition, control of the output parameters at the load side is 

needed in order to monitor the battery charging profile and to insure its protection. 

 A structure of the ICT coupler is shown in Figure 2. It consists of a 

transmitter coil, a receiver coil and two ferrites plates that completely cover the 

coils. The design included a steel plate that represented the EV chassis. The two 

ICT coils with their ferrites (pads) are identical with an air gap distance (d), and 

axes shift (sh), in the case of Figure 2, which corresponds to the EV position on 

the ground. In societal applications situation, the two coils (and generally pads) 

forms may be different depending on constructors of EVs and IPTs. Therefore, in 

such case, we need to perform an interoperability analysis (Ibrahim et al. 2016). 

 



Vol. 6, No. 4 Razek et al: Evaluation of Human Exposure … 

 

244 

Figure 2. 3-D Structure of an ICT with Shielding, Simple EV Chassis  

 
 

Generally, we can use 3D electromagnetic field computations, forexample 

the finite elements method (FEM) simulations, for the ICT considering the whole 

structure of the IPT (see Figure 2) for the determination of its mutual coupling and 

inductances (see Figure 1). The effect of shielding using coil-closed ferrites to 

reduce the leakage fields and to border the penetration of the field within the 

vehicle required consideration in such simulations. Moreover, in the structure of 

the IPT system the EV chassis was modeled (Ibrahim 2014). In fact, the presence 

of the EV chassis modifies the field values, and hence the matching inductances of 

the power system and the electromagnetic compatibility (EMC) radiation level. 

After deducing the mutual coupling and inductances of the ICT, accounting for the 

IPT structure from the field values, an electrical circuit model of the whole system 

including the resonance topology was established (Figure 1).  

As mentioned before, in practice we need an interoperability analysis 

concerning the forms and surfaces of the pads (coils/ferrites) of ground regarding 

those of EVs. This analysis concerns the position of EV pad in the vehicle (middle 

or backend), the tolerance to positioning of vehicle, the human exposure 

recommendations, the efficiency, the sizes of power components of the IPT. A 

detailed analysis of this question is presented in Ibrahim et al. (2016). Figure 3 

shows different examples of compatible pads. 

 

Figure 3. Interoperability of Different Compatible Prototypes   

a) b)  

c) d)  
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Dynamic WPT 

 

In the last section, we discussed static IPT. Such technology indicated as 

static, when the vehicle parked or motionless during charging, will likely replace 

the wired systems. However, the absence of mechanical stresses, in the course of 

charging, suggests the possibility of using the inductive transfer when moving the 

vehicle that uses the dynamic IPT. In such a case, the receiver of the IPT installed 

on the bottom of the vehicle will move over successive transmitters fixed on the 

ground infrastructure (Figure 4).   

The putting in place of dynamic IPT systems in the road infrastructure will 

abolish the need for charging stops and, in the short term, this appliance could 

result in a significant reduction in the size of the battery installed on-board. The 

successful demonstration of the feasibility of this technology may indicate a 

concrete approach to improve the acceptance of electric mobility and to solve the 

most critical aspects of the use of electric vehicles.  

An important technical problem for the dynamic IPT is the identification of 

the vehicle when it approaches a transmitter and the management of the passage 

between the successive transmitters. Moreover, as in the case of static IPT, there is 

the aspect of protection against exposure to magnetic fields generated in the 

dynamic IPT. 

 

Figure 4. Dynamic IPT 

 
 

Finally, there is the vast quantity of defies represented by all the aspects 

related to the establishment of the road infrastructure. In particular, the 

insertion of the emitting portion in the pavement, the choice of material for the 

coating, the management of the rainwater, the need to communicate with the 

relating management infrastructure.  

Different recent works are concerned by these aspects, see for example 

(Cirimele 2017) – Figure 5. 
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Figure 5. Scheme of the General Architecture of the IPT System Developed for 

On-the-Road Prototype (Cirimele, 2017) 

 
 

 

Human Exposure 

 

As mentioned before, the large space between the two coils of IPT in either of 

static or dynamic cases implies a high level of parasitic field near the coils. This 

situation posed a problem of exposure to magnetic fields for passengers or persons 

likely to approach the vehicle during charging operations. Therefore, to comply 

with societal health safety, it was necessary to evaluate the level of exposure 

concerning the international safety instructions (ICNIRP 2010). 

 

Prediction of Radiated Fields 

 

The evaluation of exposure of living tissues to magnetic fields needs generally 

adequate modeling methodologies based on 3D computations applied for solving 

the electromagnetic problem involving the wireless system, the vehicle and the 

human body (in the vehicle or beside vehicle). In such computations, the 

considered human body model is very important. The most critical aspects 

governing the choice of such a model are fidelity to physical biological 

characteristics of realistic situation and the adaptability to the used computational 

methodology. There are considerable research efforts devoted to the construction 

of human body models. Usually, the computations of electromagnetic fields in 

human body require computer-adapted models of the human body and a 

comprehensive information of the dielectric properties of human tissues for a 

given frequency. These models are of two categories, homogeneous and non-
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homogeneous. For homogeneous ones, the dielectric properties of the human body 

are generally attributed to a 2/3 equivalent muscle model (Harris et al 2011). For 

non-homogeneous human models, ghost models of layered tissue are founded on 

magnetic resonance imaging (MRI), computed tomography and digital imaging 

techniques, offering precision of tissue shape to the nearest millimeter (Gjonaj et 

al. 2002, and  Steiner et al  2006). The dielectric properties of biological tissues are 

described in Hasgall et al. (2012) and Gabriel et al. (1996). A comprehensive 

description of the accessible measurement data for dielectric permittivity and 

electrical conductivity for any specified frequency was specified by Gabriel et al. 

(1996).  

 

Conformity with International Standards  

 

The fields close to the IPT systems can produce high fields in the body tissues 

of nearby humans and we need to characterize the conditions under which the IPT 

system can validate agreement with international safety guidelines (ICNIRP 2010, 

IEEE Standard 2005). The evaluation of exposure of human tissues to magnetic 

fields needs suitable and complete modeling methodologies based on 3-D 

computations for solving the electromagnetic problem involving the wireless 

system, the vehicle and the human body (Ding et al. 2014). 

 

Figure 6. Vertical Body and Wireless Inductive Charging System  

 
 

Figure 7. Anatomical whole Body Model and its Different Tissues and Organs 

of Interest 
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The configurations studied involving the human body, the IPT coils with 

ferrites and the chassis shown schematically in Figure 6. The study considers the 

two cases of vertical and horizontal positions of human body. The high-resolution 

human anatomical model compatible with the numerical approach constructed 

from human MRI models, as shown in Figure 7. Examples of results obtained in 

(Ding et al. 2014) are shown in Figures 8 and 9 corresponding to positions: 

vertical and horizontal (laying the ground) respectively. The obtained results 

confirm the agreement with international safety guidelines (27 μT for the magnetic 

induction B and 4.05 V/m for electric field E). 

 

Figure 8. Distribution of Induced Fields inside the Anatomical Human Body for 

the Configuration of Figure 6. (a) Magnitude of Magnetic Flux Density B (T), (b) 

Magnitude of Electric E-field (V/m) (Ding et al 2014) 

 
 

Figure 9. Distribution of Induced Fields inside the Anatomical Human Body for 

the Configuration of Horizontal, Ground Lying Body. (a) Magnitude of Magnetic 

Flux Density B (T), (b) Magnitude of Electric E-field (V/m). (Ding et al 2014) 
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Non-Intrusive Stochastic Approaches  

 

As mentioned before, the objective of this work was to compare different 

stochastic methods when investigating the compliance of IPT systems with 

international standards regarding the human exposure. We focused on so-called 

non-intrusive methods that use 3-D finite element computations with a limited set 

of realizations. 

 

Wireless Power Configuration 

 

The structure model of the system considered in this work contains two 

rectangular coils (transmitter and receiver), and two ferrites plates (Cirimele, 

2017). The design also includes a steel plate that represents the chassis of the 

electric vehicle (Figure 10).  

 

Figure 10. Studied Configuration of Wireless Transfer System (Cirimele, 2017) 

 
 

The dimensions of the system are shown in Table 1.  

 

Table 1. Dimensions of Figure 10 

 Width (m) Length (m) 

Transmitter 0.5 1.5 

Receiver 0.525 0.3
 

Ferrites 0.2 0.25 

Chassis 1.5 0.5 

 

The relative permeability of ferrites is 2000. Each coil has 10 turns. A 3-D 

vector potential formulation has solved the magneto-dynamic problem. This 

system has been designed for dynamic charging but in the present work, only a 

static charging scenario was considered. The power electronics controls and keeps 

the rms value of the current in the transmitter at 36 A, and the current in the 

receiver at 75 A, respectively. The electromagnetic quantities were evaluated 

along the vertical line located at 1m from the axis of the transmitter (Figure 10).  

 



Vol. 6, No. 4 Razek et al: Evaluation of Human Exposure … 

 

250 

Stochastic Models 

 

In this work investigated two non-intrusive stochastic methods: Kriging and 

Polynomial Chaos.  

 

Kriging 

 

Kriging is a stochastic interpolation algorithm that assumes that the model 

output M(x) is a realization of a Gaussian process indexed by the inputs x. A 

Kriging meta-model was described by the following equation: 
 

𝑀 𝑥 ~𝑀𝐾 𝑥 = 𝛽𝑇𝑓 𝑥 + 𝜎2𝑍(𝑥, 𝜔)           (1)  
 

The first term in (1), is the mean value of the Gaussian process (trend) and it 

consists of the regression coefficients βj (j = 1…P) and the base functions fj (j = 

1,…P). The second term in consists of σ
2
, the (constant) variance of the Gaussian 

process and Z(x, ω), a zero mean, unit variance, stationary Gaussian process. The 

underlying probability space was represented by ω and was defined in terms of a 

correlation function R and its hyper-parameters θ The correlation function R = 

R(x; x0; θ) described the correlation between two samples of the input space, e.g. x 

and x0 and depends on the hyper- parameters θ. In the context of meta-modelling, 

it is of interest to calculate a prediction M
K
(x) for a new point x, given X = 

(x1…xn), the experimental design, and y = (y1 =M(x1),…, = M(xn)), the 

corresponding (noise-free) model responses. A Kriging meta-model (Kriging 

predictor) provided such predictions based on the Gaussian properties of the 

process.  

 

Polynomial Chaos Expansion 

 

The polynomial chaos is a spectral method and consists in the approximation 

of the system output in a suitable finite-dimensional basis Ψ(X) made of 

orthogonal polynomials. A truncation of this polynomial expansion can be as 

follows: 
 

𝑀 𝑥 ~𝑀𝑃𝐶 𝑥 =  ∝𝑗

𝑃−1

0

Ψ𝑗  𝑋              (2) 

 
 

where M(x) is the system output, 𝑋 is the random input vector made of the input 

parameters xi, Ψj are the multivariate polynomials belonging to Ψ(𝑋), αj are the 

coefficients to be estimated, 𝜀 is the error of truncation, and 𝑃 is the size of the 

polynomial basis Ψ(𝑋). Each multivariate polynomial Ψj was built as a tensor 

product of univariate polynomials orthogonal with respect to the probability 

density function of each input parameter xi. In the present work, the value of P 

around 15 provided reliable results. Here, inputs used Gaussian distributions, and 

the corresponding polynomial families were the Hermite polynomials families. 
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The coefficients in (2) are estimated from spectral projections or least-square 

regressions.  

 

 

Results 

 

Marelli and Sudret (2014) developed the two stochastic models described 

above and used in this paper.  The models were proposed in the framework for 

uncertainty quantification in UQLab (www.uqlab.com) and are freely available. 

Configurations were applied in the two previous approaches (refer to Figure 10) to 

check the compliance regarding the references levels of radiated magnetic field. 

For the frequency of interest (85 kHz), the maximum admissible value of the 

magnetic flux density was 27 µT according to the ICNIRP Guidelines (ICNIRP 

2010). 

 

First Configuration 

 

In a first example, investigation of uncertainties included three major 

parameters: the conductivity of the chassis σ, the distance between the two coils 

D1 and the distance between the secondary coil (receiver) and the chassis D2 

(Figure 11).  
 

Figure 11. Studied Configuration and Relevant Parameters 

 
The range of variation, mean, and standard deviation of the parameters are 

shown in Table 2. Two bounds took into account different kinds of steel material 

for the conductivity. The bounds for the two distances D1 and D2 exceed standards 

values of existing systems in order to evaluate the worst cases. The 3D finite 

element mesh includes between 10
5
 and 3.10

5
 elements depending on the 

geometrical configuration of the system. The method used first order nodal 

elements. 

 

Table 2. Parameters of the Electromagnetic Problem 

Parame-ter Min Max Mean 
Standard 

Variation 

σ (S/m) 10
6
 5.10

6
 3.10

6
 10

6
 

D1 (m) 0.2 0.6
 

0.4 0.05 

D2 (m) 0.1 0.5 0.3 0.01 

http://www.uqlab.fr/
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A total number of 30 computations performed by FEM based on a Gaussian 

distribution of samples over the whole range of variations in order to check the 

efficiency of the two meta-models. In the first case, only three FEM computations 

(learning samples) were used to build the meta-models. The other 27 computations 

have been used as a validation of the meta-model. Figure 12 shows the magnitude 

of the magnetic field density on the evaluation line obtained by Kriging and 

Polynomial expansion when the values of the parameters are σ = 1.89 106 S/m; 

D1= 0.405 m; D2= 0.312 m. It clearly appears in this case with only three samples 

that the agreement between the results from the polynomial expansion was very 

close to the finite element predictions. The accuracy was significantly better than 

that provided by Kriging. Figure 13 underlines the differences between the results 

obtained by finite elements (horizontal axis) and by the meta-models (vertical 

axis) when considering the 27 finite element computations as validation. 

 

Figure 12. Variation of Magnetic Flux Density Predicted by Meta-Models in the 

Case of the Three Learning Samples 
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Figure 13. Differences between Finite Element Results and Meta-Modeling 

Results in the Case of the Three Learning Samples 

 
1.  

Figure 14. Variation of Magnetic Flux Density Predicted by Meta-Models in 

the Case of the 15 Learning Samples 

 
 

In a second case, 15 FEM computations were used as learning samples. The 

other 15 computations were used for the validation. Figure 14 shows that the 

agreement between the results from the two meta-models was very good. This can 
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also be noted on Figure 15 where were plotted the differences between the results 

obtained by finite elements (horizontal axis) and by the meta-models (vertical 

axis) when considering the 15 finite element computations as a validation. The 

accuracy of each meta-model can be observed on Figures 16 and 17 showed the 

maximum error obtained along the evaluation line versus the number of learning 

samples. High errors for high values of flux density were obtained but it was worth 

noting that this error was decreased significantly with Kriging if the number of 

learning samples was greater than 10.  

 

Figure 15. Differences between Finite Element Results and Meta-Modeling Results 

in the Case of the 15 Learning Samples 

 
 

Regarding the computational time needed by the meta-models, Kriging 

required two or three times faster than Polynomial chaos expansion depending 

on the number of learning samples. Whatever the meta-model and the number 

of learning samples this computational time remains negligible compared to the 

FEM calculation for all the samples. 
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Figure 16. Variation of Error versus the Number of Learning Samples (Kriging) 

 
Second Configuration 

 

In this second configuration, the two parameters σ and D1 were the same 

as those shown in Figure 11; however, D2 was the distance between the two 

axes of the coils. This configuration may appear in case of large misalignment 

or if the receiver is located in the rear of the vehicle. The range of variation, 

mean and standard deviation for the parameters are shown in Table 3. Figure 

18 illustrates the mean value obtained by Kriging along the evaluation line.  

 

Figure 17. Studied Configuration and Relevant Parameters 

 
 

Table 3. Parameters of the Electromagnetic Problem 

Parameter Min Max Mean 
Standard 

Variation 

σ (S/m) 10
6
 5.10

6
 3.10

6
 10

6
 

D1 (m) 0.2 0.6
 

0.4 0.05 

D2 (m) -1.5 1.5 0. 0.1 
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Figure 18. Mean Value of the Magnetic Flux Density obtained by Kriging (Dots) 

and by Finite Elements (Continuous Line) 

 
 

 

Conclusions 

 

In the first part of this paper we presented a general overview of wireless 

power transfer systems (WPT) for charging batteries in electric vehicles (EV), 

focusing on human exposure surveys. After describing the schematics and 

strategies of the two WPT problems, static (stationary parking) and dynamics 

(road travel), we examined the problem of exposure to radiation fields attributable 

to WPT systems in humans living tissues. We reviewed how to predict these 

radiated fields and examined their compliance with international standards.  

In the second part of the paper, predictions of radiated magnetic field have 

been obtained from two non-intrusive stochastic models in case of a simplified but 

there is also realistic wireless power transfer system for electric vehicle. Kriging 

and Polynomial chaos expansions provided efficient meta-models to take into 

account uncertainties of different physical or geometrical parameters. From the 

work, it comes out that Kriging allowed a faster prediction than a polynomial 

chaos expansion. If the number of learning samples was sufficient, Kriging can be 

used as an efficient predictor to check if reference levels fit the guidelines for 

human exposure. The work has to be extended the investigation of configurations 

that are more complex with a detailed anatomical human body model located in 

the vehicle or beside.  
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Mobility is a basic human need that needs to be satisfied. However, this need for 

mobility goes hand in hand with transport, which has negative impacts on 

people, the environment and the climate. Transport causes different emissions 

with specific consequences. But not every means of transport causes the same 

number of emissions. In this way, harmful emissions can be reduced by 

specifically influencing behaviour. This is done by making suggestions when 

choosing the means of transport. Suggestion promotes the sustainability aspect 

in decision-making for or against a means of transport. By strengthening the 

sustainability aspect, the decision in favour of a sustainable mode of transport 

should be strengthened. A decision is then no longer based on the priority 

factors of time, costs, convenience and flexibility, but also on environmental 

compatibility. In this case, a decision is more likely to be made in favour of a 

more environmentally friendly mode of transport, as awareness of the 

consequences of one's own transport behaviour is created. This will reduce 

transport emissions and help to protect the climate, the environment and people. 

For precisely this suggestion, a model is going to be developed that shows 

potential approaches and identifies indicators that describe the potential 

influence on behaviour. Based on the developed model, a suitable suggestion 

instrument can be developed which is subject to theoretical principles of 

consumer behaviour, psychological decision making and the transport choice 

process.  

 
Keywords: Behavioural Influence in Mobility, Choice of Mode of Transport, 

Decision Behaviour in Traffic, Mobility Behaviour of Students, Sustainable 

Mobility.  

 

 

Introduction 

 

Mobility and Choice of Mode of Transport 

 

Mobility is a basic need of mankind. It makes it possible to perceive changes 

in location between different activities, such as working and living. This is based 

on developments in urban structures. The separation of functions associated with 

the Athens Charter, i.e. the local separation of activities, implied necessary 

changes of location between these.  
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These changes of location often take place with motorized individual traffic 

(Institute for Social Science, 2017). This frequency of motorized individual 

transport leads to effects of an ecological, urban-structural, social and economic 

nature.  

One of the acute impacts that global mankind is dealing with in the 21st 

century is climate change, which has to be differentiated into natural and 

anthropogenic greenhouse gas emissions that favour climate change. 

Anthropogenic greenhouse gas emissions lead to an increased in total greenhouse 

gas emissions. “The surge in human greenhouse gas emissions and the observed 

temperature increase over the last 150 years has led to the conclusion that there is a 

direct causal link between greenhouse gas concentration and temperature 

development.” (Hollerbach and Berner 2003).  

Rudinger and his colleagues believe that this is mainly due to people's 

mobility behaviour, which in its opposite form is not compatible with 

environmental protection. 

“It is increasingly evident that the corresponding (modern) lifestyles in 

affluent societies, and the mobility behaviours associated with such life styles, are 

not consistent with protection of environmental quality, efficient use of human, 

natural, and financial resources, and promotion of social cohesion and just 

distributions of opportunities and costs of using transport systems.” (Rudinger et 

al. 2006). 

The transport sector is responsible for 14% of global greenhouse gas 

emissions. Overall, CO2 emissions have risen sharply by over 90% since 1900 

(IPCC 2014). Transportation is the only sector that has not achieved any 

significant CO2 reductions since 1990 (Federal Environment Agency, 2018). This 

can be traced back to the rising number of transport services (Institute for Social 

Science 2017).  Although the specific fuel consumption of passenger cars between 

1995 and 2016 led to lower fuel consumption due to improved overall efficiency 

and the use of more diesel vehicles with lower fuel consumption than a petrol car, 

the trend towards more efficient vehicles and the increasing use of higher 

consumption equipment contradicted these improvements (Federal Motor 

Transport Authority 2017).  

Since transport performance is linked directly to economic performance, the 

traffic problem situation poses a challenge for society as a whole. 

In order to achieve declining traffic emissions, it is necessary to separate 

transport performance from economic performance. Rising traffic volumes as a 

result of rising economic performance must be handled with lower emissions in 

order to limit increasing emission burdens and consequences such as climate 

change (Rhenish-Westphalian Institute for Economic Research 2010).    

Environmental developments describe the need to reduce emissions in 

relation to passenger kilometres if transport performance in passenger kilometres 

is constant or increases.  

This reduction in emissions is possible by influencing the choice or use of 

means of transport. Emissions per passenger-kilometre are reduced by switching to 

a lower-emission means of transport, a Federal Environment Agency means of 
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transport or by increasing the occupancy rate of a passenger car in order to 

distribute emissions per kilometre among more people in the vehicle.  

A compulsion to change choice or use is not easily possible and not desirable 

in our social system. Article 1 of the Basic Law describes human dignity, which in 

the opinion of the Federal Constitutional Court is based on freedom of decision 

(Federal Republic of Germany, 1949). In order to guarantee this freedom of 

decision also when deciding on a means of transport and its use, the question of 

voluntary possibilities to change behaviour arises.  

The focus of this work is therefore the theory for the development of a 

suggestion instrument in the choice of means of transport on a voluntary basis. In 

order to approach this goal, a four-stage methodological approach was chosen, 

which is illustrated in Figure 3. 

 

Figure 3. Approach 

 
 

For the sake of clarity, the choice of means of transport in this paper also 

refers to carpooling or car sharing as an alternative means of transport, i.e. 

increasing the number of passengers while at the same time reducing the number 

of individual drivers. 

The choice of mode of transport (making a decision) is a complex 

psychological process, which for example was presented by Pez in 1998 in his 

model of the choice of means of transport (Pez 1998). Accordingly, different 

internal and external characteristics influence the choice of means of transport. In 

the decision-making process, the properties of available means of transport are 

evaluated. Various factors influence this.  

It is generally assumed that younger people are easier to influence than older 

ones. This for example is based on Busch-Geertsema (Busch-Geertsema 2018). 

According to her, there is a fixation on traffic behaviour and the development of a 

transportation routine in the phase between study and professional life. Both 

students and trainees are regarded as suitable target groups. Since the mobility 

behaviour among them has often not yet been determined, it is considered possible 

to influence them. For people in working life, the living conditions and patterns are 

generally fixed for the longer term and corresponding routines are anchored.  

Based on this, research focuses on students and trainees in the first step. In 

later stages and when the first target groups have been successfully influenced, 

other groups can also be affected.  
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First of all, it is important to have an overview of models and principles of 

decision-making and consumer behaviour as well as theory of choice of mode of 

transport.  

Decisions and also the choice of mode of transport are based on same 

theoretical models. An important step in these models is the comparison of 

different factors influencing the decision. 

In his model, Pez mentions speed, independence/flexibility, luggage transport 

and comfort as decisive factors. The representative survey of professors, students 

and employees of the Stuttgart University of Applied Sciences in 2018 shows that 

reliability, travel time, costs and flexibility are decisive factors in the choice of 

means of transport (Heckmann et al. 2019).  

The results of Fürst and Oberhofer also verify this impression. In a survey of 

employees and students at German, Swiss and Austrian universities with a total of 

over 28,000 evaluated questionnaires, the attributes of the choice of means of 

transport according to their ranking were perceived as important: Reliability, 

availability, flexibility, value for money, cost, speed, safety, environmental 

friendliness and comfort (Fürst and Oberhofer 2012).  

In Pez' model as well as in the survey of the Stuttgart University of Applied 

Sciences and the results of Fürst and Oberhofer it is noticeable that the aspect of 

environmental compatibility is subordinate.  

To influence the choice of means of transport in terms of environmental 

compatibility is only possible through appropriate measures. Groß describes that 

the establishment of a change in mobility behaviour is a complex learning process 

that can only be achieved by forming opinions and changing attitudes and 

awareness (Groß 1998).  

The aim of this work is to develop a medium that leads the user to an 

environmentally friendly alternative when choosing the means of transport. The 

focus is on the question of how the environmental aspect can be strengthened as a 

decision criterion so that users decide on the basis of environmental compatibility 

and thus choose an environmentally friendly option. At least subjectively and 

according to the decisive factors of reliability, travel time, costs and flexibility, the 

environmentally friendly means of transport are perceived as more disadvantageous 

than a car. 

As the study at the Stuttgart University of Applied Sciences has shown, 

almost 100% of students uses sustainable means of transport (public transport, 

cycling or walking) (Heckmann et al. 2019). Due to lower fares of public transport 

for students, it is assumed that the decision for public transport is made by students 

due to their price sensitivity. Fuji and Gärling also support this view in 2003 and 

show that: "many have changed means of transport to university or work over the 

transition [between student and professional life]" (Fuji and Gärling 2003). From 

this it could be deduced that students use environmentally friendly means of 

transport during their studies, as these often have cost advantages, but this changes 

when price sensitivity decreases and cost advantages are possibly eliminated (for 

example, cheap public transport tickets for students). 

In this context, the question arises as how environmental awareness can 

influence behaviour in order to avoid this upheaval between study and career. This 
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can be considered sufficient for educational traffic in general. Studies show that 

pupils and similar groups are particularly frequent users of public transport. This 

leads to the point that in some places public transport can only be economical at all 

thanks to pupils. This is the case, for example, in rural areas (Deutsch 2013). 

Passengers who are undergoing training (apprenticeship or studies) are regarded as 

a group with homogeneous behaviour. For this group of people, who are in the 

phase before the transition between training and working life, there is presumably 

the potential to influence mobility behaviour and establish a mobility routine. 

 

Figure 4. Process of Choice of Mode of Transport 

 
Source: Pez 1998. 
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Figure 2 shows the process of choosing a means of transport and the 

starting point for suggesting the environmental aspect. Suggestivity, and thus 

the potential for reducing traffic emissions, results exclusively from the 

perception of several alternative choices and the comparison process that 

results. This comparison process takes place subconsciously on the one hand, 

and partly consciously and actively on the other, for example by using route 

planners who compare different driving options with regard to some of the 

selection factors (mainly driving time, costs, flexibility, comfort).  

Fugure 2 shows the suggestion in the phase of comparison and evaluation of 

the perceived choice alternatives (grey). The aim of the suggestion is to persuade 

the user to pay more attention to the environmental aspect in the assessment. This 

should lead to a decision in favour of more sustainable means of transport. 

 

Basics of Choice of Sustainable Mode of Transport  

 

Traffic-relevant decisions have different maturities. Only immediate, 

short-term decisions can be directly influenced by a suggestion instrument. 

Nevertheless, the feedback of a decision on experience and routine should also 

be able to influence medium- and long-term decisions as shown in Table 1. 

Held differentiates between the following terms and types of choice (Held 

1982): 

 

Table 1. Classification of Transport-Relevant Decisions by Maturity 

Terms of choice Type of choice 

Long-term 
Choice of workplace 

Choice of apartment 

Medium-term 

Car ownership 

Choice of means of transport for 

commuting to work 

Short-term 

driving frequency 

destination selection 

Choice of means of transport (other) 

Choice of time of day 

route selection 

 

A suggestion tool can influence short-term decisions, as it is assumed that for 

such decisions a comparison of different options will take place immediately 

before the action itself. This means that those short-term choices could be 

influenced. Relevant with regard to emissions are above all the choice of other 

means of transport, the frequency of travel and the choice of route: 
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 Other means of transport: Leisure trips and those that do not take place 

regularly 

 Frequency of travel: it is assumed that this can hardly be influenced, since 

it will probably be established how often the road user drives to a certain 

activity (example: a road user intends to make a short-term decision on 

how to get to an event). It is clear that he will drive back and forth to this 

activity.) 

 Route choice: this can have an impact on emissions if different routes have 

different route lengths or different altitude profiles which affect 

consumption and therefore emissions. 

 

The aim of the work is to develop a model that shows how decisions that 

Held believes can be influenced by a suitable instrument. 

 

 

Methodology  

 

Based on theoretical models of transport choice and consumption theory in 

relation to sustainable consumption, a theory for influencing sustainable mobility 

behaviour will be developed.  

For this purpose, general models of the transport mode choice like the one of 

Pez, the Theory of Planned Behaviour of Ajzen, the rational-choice-theory, the 

norm activation model and a consumption theory will be analysed. In addition, the 

deficit of environmental awareness and environmentally conscious action will be 

discussed. The aim is to explain why road users rarely opt for more sustainable 

means of transport despite a basic awareness of sustainability and the environment.  

An approach to possible behavioural suggestion is worked out. Targeted 

suggestion is intended to encourage road users to transfer environmental 

awareness into environmentally conscious action. 

By opting for sustainable means of transport, the traffic emissions of the road 

user can be reduced. 

 

 

Findings/Results  

 

First of all, there are different models that try to explain the decision for a 

particular means of transport.  

At this point, a brief look will be taken at the following models and theories: 

 

 In a nutshell: Aggregated, Behavioural and Attitudinal Models 

 Choosing a means of transport as a purchase decision  

 Choice of means of transport according to Pez and in comparison to 

choices under high and low involvement  

 Transportation choice in the Theory of Planned Behaviour 

 Choice of means of transport within the framework of the norm activation 

model  
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 Transportation choice in the Rational-Choice-Theory  

 

In a Nutshell: Aggregated, Behavioural and Attitudinal Models 

 

Historically, 3 classical models for forecasting the choice of means of 

transport have been developed and evolved. 

First, the choice of transport mode was determined using aggregated transport 

demand models. The choice of means of transport was derived depending on 

sociodemographic and settlement structural influencing factors. Individual 

behaviour is not taken into account.  

The second generation of transport mode choice models was the 

disaggregated behavioural models. They also take into account objectively 

measurable properties of the means of transport and examine the electoral process 

on an individual level. It is assumed that a road user chooses the alternative with 

the greatest benefit. The properties travel costs and travel time were used for the 

decision.  

Based on this, attitudinal models go one step further and also include 

subjective criteria. These include comfort, safety and convenience. It is assumed 

that there is a clear connection between a user's attitude to a means of transport and 

later behaviour.  

 

Important Findings for the Suggestion Instrument 

 

Based on these basic models, different models and theories are now used. 

What is decisive and remarkable, however, is that the attitudinal models already 

assume that attitudes to a means of transport influence the decision and behaviour 

(Research Information Centre 2018).  

 

Choosing a Means of Transport as a Purchase Decision 

 

For example, the choice of means of transport can be regarded as a classic 

purchase decision.  

Based on models for the purchase decision, especially the structural models, 

as presented by Zemlin, it can be said that the decision for a means of transport, if 

it is a purchase decision, is influenced by psychological processes. Zemlin 

distinguishes between cognitive (rational) and emotive processes. In addition, 

external influences influence these mental processes, as shown in Figure 3 (Zemlin 

2005). 
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Figure 5. Differentiated Structural Model of Buyer Behaviour 

 
Source: Zemlin 2005. 
 

This model makes it clear that the psychological process and the external 

environment are decisive; a first important insight for the development of a 

suggestion instrument. 

 

Important Findings for the Suggestion Instrument 

 

A transport choice decision can be interpreted as a purchase decision. Thus 

there are parallels. In purchasing behaviour, emotive and cognitive processes 

play a decisive role, as does the environment with external stimuli and external 

influences. 

 

Choice of Means of Transport according to Pez 

 

If we take a closer look at the model of Pez, which has already been 

presented, we can describe a number of conspicuous features. Sometimes there are 

parallels to the purchase decision theory mentioned above. 

First of all, Pez represents a branching in the decision tree, which in other 

places in the literature are described comparatively with high and low involvement 

as well as habitual decisions. First of all, it is crucial whether the road user will 

make a decision at all. Zemlin describes this by saying that the decrease in 

involvement also leads to a reduction in the scope of mental processes when 
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involvement describes the mental commitment to decision making. The less this is 

noticeable, the less complex the decision-making process becomes, up to and 

including habitual behaviour, in which de facto no decision-making process takes 

place anymore.  

In the decision-making process, these two extremes (high involvement - 

extensive decision-making process) and habitualised behaviour (no decision-

making process) are represented by a fork in the decision tree. Pez says that a 

detailed decision can only be made if more than one alternative is perceived. In 

this case psychological processes follow to compare and evaluate the perceived 

alternatives. These are influenced by the environment. It is only at the end of these 

processes that the choice of means of transport is made. If only one alternative is 

perceived, the decision tree is shortened and psychological processes do not take 

place.  

 

Important Findings for the Suggestion Instrument 

 

On the one hand, it is important to recognize that a psychological process only 

takes place if the road user perceives alternative means of transport at all. This 

limits the potential situations to be influenced. On the other hand, Pez's model 

clearly shows that a psychological process is a central point in the choice of means 

of transport and how it takes place. Thus, Pez shows the process stages in which 

suggestion is possible, namely during the comparison and evaluation process. 

 

Transportation Choice in the Theory of Planned Behaviour 

 

Both the Theory of Planned Behaviour (Ajzen 1991) described here and the 

Norm-Activations-Model (Onwezen et al. 2013) have proven their worth 

empirically for the explanation of environmentally friendly behaviour, as well as 

in the field of choice of means of transport. "What both action models have in 

common is that they focus on individual internal evaluation processes when 

explaining environmentally relevant behaviour and not, like behavioural economic 

and activity-based models, exclusively on individual external requirements and 

constraints of mobility-related activities." (Hunecke 2015). 

The Theory of Planned Behaviour assumes that psychological constructs, 

subjective norms, attitudes towards cars, public transport and bicycles, and 

perceived behavioural control influence behavioural intentions. Depending on how 

strongly the intention is pronounced and the extent of the perceived behavioural 

controls, the intention is transformed into behaviour. An intention is formed when 

the behaviour is evaluated positively (attitudes), other persons expect the 

behaviour (subjective norm) and the behaviour is easy to carry out (perceived 

behaviour control). 

The focus of the Theory of Planned Behaviour is therefore on subjective 

advantages as motivation for behavioural execution. 

 



Athens Journal of Technology & Engineering December 2019 

 

269 

Choice of Means of Transport within the Framework of the Norm Activation 

Model  

 

The norm activation model has a different focus than the Theory of Planned 

Behaviour. It regards the assumption of personal responsibility for fellow human 

beings and for the environment as an essential motivation for one's own 

compliance.  

At the centre of the norm activity model is the personal norm, also known as 

the responsibility norm. If this personal norm is activated, this leads to a feeling of 

moral obligation, which in turn entails corresponding ecologically responsible 

behaviour. 

In order to achieve this ecologically responsibility, it is essential that road 

users see themselves as co-responsible for environmental impacts and recognize 

the link between their actions and the environmental consequences. 

 

Important Findings for the Suggestion Instrument 

 

A decisive finding of the Theory of Planned Behaviour and the norm 

activation model are two assumed motivations for behavioural executions: on the 

one hand personal subjective advantages (Theory of Planned Behaviour) and on 

the other hand, the assumption of responsibility for the environment and fellow 

human beings. For the suggestion instrument to be developed, both possible 

motivational bases should be taken up and, if possible, included. 

Equally important is the fact that social responsibility only leads to 

environmentally conscious conduct if one has understood the connection between 

one's own actions and the ecological consequences. 

 

Transportation Choice in the Rational-Choice-Theory  

 

Economic explanatory models, based on disaggregated behaviour-oriented 

models, work with the rational choice approach. This is based on the assumption 

that an individual always chooses the alternative action that promises the greatest 

personal benefit. Accordingly, objective factors such as time and money dominate 

the choice of means of transport.  

In situations where behavioural costs are low, the theory of benefit 

maximization cannot be applied, as attitudes and moral convictions gain in 

importance. 

 

Important Findings for the Suggestion Instrument 

 

According to the rational choice approach, the suggestion instrument should 

take into account that the user may choose the alternative with the greatest 

personal benefit. The suggestion instrument must therefore increase the benefit of 

the environmentally friendly option in terms of hard factors such as time and 

money compared to the other alternatives. 
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Conclusions from the Above Models and Theories and the Gap between 

Environmental Awareness and Environmental Action 

 

The fact that the environmental aspect plays only a minor role in the choice of 

means of transport is one of the key findings of this work. This fact raises the 

question of how environmentally sound transport choices can be made. 

Similarly, a result of the analyses of theories and models is the determination 

already made above of the factors and decisive properties that are important for the 

suggestion instrument. All the important findings should be taken into account in 

the development of the suggestion instrument. 

In order to approach the topic of environmentally conscious behaviour and 

consumption, it will first be explained why environmental awareness does not lead 

directly to environmentally friendly behaviour, how the ecological aspect can have 

an effect as a value, especially against the background of changing values, which 

approaches are known to promote environmentally friendly presence and which 

role the aspect of environmental compatibility plays in the choice of means of 

transport.  

 

On the Discrepancy between Consciousness and Action 

 

It is not always easy for consumers to correctly assess the sustainability 

properties of products (Schoenheit 2009). Since the decision to use a means of 

transport is also a consumer behaviour, parallels can be drawn.  

"The sustainability properties of products, which in principle range from 

manufacture to use to disposal, are "not written on the forehead" of the products. 

As a rule, these are so-called trust properties, which are not really judged by 

consumers either before or after the purchase, but can essentially only be 

"believed". Separate and particularly "credible" information offerings are therefore 

required in order to make the sustainable qualities of products and services visible 

and recognizable." (Schoenheit 2009).  

This raises a crucial question: How can road users be provided with credible 

information about the sustainability quality of their intended means of transport?  

The decision as to which means of transport should be chosen for a necessary 

change of location is a classic consumer decision. The consumer chooses between 

different products (the means of transport) the one that seems most optimal for a 

particular situation. This decision can be explained in more detail using the 

decision theory. According to this theory, a trader (in this case the road user) 

would subjectively rationally decide on the best possible course of action by 

weighing the consequences of action (from the point of view of the trader) 

(Dierkes et al. 1988).  However, it is sometimes not easy to understand based on 

which influences and within the framework of which psychological processes a 

road user decides on this or that means of transport. This purchasing decision 

process (the choice of means of transport) is a complex process. Models can help 

to describe and explain. Different models try to approach the decision-making 

process. The next chapter presents all current known models and theories. The 

same applies to the various influences on the choice of means of transport. First, 
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however, the connection between environmental awareness and environmentally 

friendly action will be established in a more specific way and it will be explained 

how environmental awareness as a value has increased in importance and what 

this means for a sustainable choice of means of transport. 

It remains questionable whether environmental awareness is already 

important in the area of mobility consumption. This statement should be 

questioned: "More and more consumers are interested in [...] the CO2 emissions of 

their cars". (Heidbrink and Schmidt 2009).   

This statement clearly contradicts the data of the previous chapters. The 

specific emissions of passenger cars have hardly decreased in the past 25 years. 

There is therefore a discrepancy between the statement that consumers are more 

interested in the CO2 emissions of their car and reality. Heidbrink and Schmidt 

offer an approximation to explain this discrepancy: "A closer look shows, 

however, that the willingness to consume responsibly is not consistently 

implemented. Despite buying climate-friendly or fair-trade products, the majority 

continue to use the car for journeys to work and the plane for long-distance 

journeys. [...] So there is still a gap between awareness and action." (Heidbrink and 

Schmidt 2009).  

However, this discrepancy does not only seem to exist in the area of mobility, 

but is also generally valid. Kuckartz and Rheingans-Heintze are of the opinion that 

the discrepancy between environmental awareness and environmental action 

depends on the field of action. Thus, you conclude that in the food sector there is 

still the greatest correlation, whereas in the energy and transport sectors it is much 

smaller (Kuckartz and Rheingans-Heintze 2006).  Prose also describes the fact that 

although environmental awareness seems to be pronounced in large parts of the 

population, there does not seem to be a direct connection between people's 

awareness and behaviour. "The relatively high level of environmental awareness is 

therefore only inadequately expressed in corresponding energy-relevant 

(purchasing) decisions and behaviour patterns of the actors". (Prose 1994). 

Blake has discovered three barriers that can prevent environmental awareness 

from leading to environmentally friendly behaviour. 

These are individual barriers such as laziness or lack of interest, barriers of 

responsibility such as lack of efficiency, no need, lack of trust or ownership and 

barriers of practicality such as lack of time, lack of money, lack of information and 

the like. 

This also partly confirms what has already been mentioned above. Missing 

information can prevent environmentally friendly behaviour from developing. 

However, there are other barriers. These should be tried to overcome when 

considering how to get people to choose sustainable means of mobility (Blake 

1999). 

 

Importance in the Context of Transport Mode Choice Suggestion 

 

The previous findings are important for the development of a suggestion 

instrument. Sometimes it is possible that the environmental aspect is important for 

a road user, but it cannot be decisive for the behaviour or the choice of means of 
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transport, as there is a discrepancy between awareness and behaviour. So the 

challenge is as follows: how can the suggestion instrument resolve the discrepancy?  

Prose believes that one way can be marketing for climate protection and 

describes it as a strategy of behavioural change. "It is about both reducing 

environmentally harmful conduction (de-marketing) and strengthening relatively 

more environmentally friendly behaviour alternatives (marketing). Marketing as a 

strategy for changing habits requires knowledge of its object, i.e. behaviour and its 

determinants". (Prose 1994).  

Furthermore, the suggestion instrument is more or less a marketing tool, 

which, following Prose, promotes environmentally harmful means of transport in a 

negative way (de-marketing) and promotes more environmentally friendly means 

of transport in a positive way (marketing).  

The widespread use of smartphones supports and promotes mobile marketing. 

Apps are promising marketing instruments. "Apps can be used to address 

customers on a very intimate, emotional level, as users build a very special 

personal relationship with their device by constantly keeping their smartphones 

with them (Tosic 2015).  

Therefore, a suggestion instrument in the form of a digital app that is used for 

marketing and de-marketing of means of transport is considered promising. 

Marketing should support environment-friendly modes of transport and on the 

other hand, non-friendly modes could be less attractive caused by de-marketing. A 

change of mobility decisions is expected.  

Based on the theory and model analysis, the suggestion instrument should 

support the following principles: 

It starts with the psychological emotive and cognitive processes in the choice 

of means of transport. It takes into account that suggestion is only possible if 

several alternative choices are made. In the absence of perception, for example due 

to fixed routines, a suggestion is not possible that the psychological decision-

making process is not triggered in the first place. Suggestion takes place optimally 

at the moment of evaluation and comparison of the alternatives with regard to hard 

and soft factors. 

The suggestion instrument offers personal advantages so that the individual 

chooses the environmentally friendly option. The suggestion instrument appeals to 

the sense of responsibility for the environment and fellow human beings. In 

addition, the suggestion instrument for environmentally friendly options maximizes 

personal benefit. 

 

Based on the Previous Findings: What are Important and Useful Elements of 

the Suggestion Instrument? 

 

The suggestion instrument starts with the psychological process of the 

decision. 

It can work with a bonus system that offers personal benefits and at the same 

time increases the use of environmentally friendly means of transport.  

At this point, the possibility of gamification features is in discussion. These 

features help to realize personal advantages and maximize benefits, as well as to 
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build responsibility for the environment and fellow human beings. Gamification 

makes it easy to give users an understanding of the relationship between their own 

behaviour and environmental impacts. Gamification features can be a further step 

of influencing choice of mode of transport, assuming that gamification features 

can increase the use and the impact of a suggestion instrument. Different modes of 

gamification are possible.  

Teresa Engel has investigated whether gamification can lead to an intended 

change in behaviour in the choice of means of transport (Engel 2017). Based on 

her work, it can be concluded that this is possible if the appropriate gamification 

elements are selected. With the help of these elements, based on the motivation 

theory, gamification can support the suggestion instrument in the achievement of 

its objectives. The corresponding features are therefore included in the planning 

and development of the suggestion instrument. 
 

 

Conclusions 
 

It is considered possible for a suggestion instrument to bring about a desired 

and targeted change in behaviour.  

For successful suggestion, the instrument an optimally integration for the 

specific application is needed. 

The following parameters are important when designing the suggestion 

instrument: 
 

 Simple and unobtrusively use of the instrument 

 Influence, without the user consciously or disruptively perceiving it  

 Influence by means of simple and intuitive picture language  

 Transparent and credible information 

 Personal benefits occur 

 Compensation for potential disadvantages of environmentally friendly 

means of transport (maximisation of personal benefit) 

 Building a personal connection to the instrument and its contents  

 Integration with common systems and processes to increase acceptance 

and utilization  

 Concentration on a target group that is susceptible to influence through 

marketing or de-marketing 

 Orientation and design of the suggestion depending on the target group 

and the environment  

 Gamification as the key to motivation 

 Building a sense of responsibility for the environment and fellow human 

beings  

 

This paper covers basic research. This was necessary for the development of 

the suggestion app. It provides insights into theoretical models and theories that 

determine the functionality of a suggestion instrument.  
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This basic research is therefore important in order to develop a corresponding 

instrument that takes these models and theories and the principles and modes of 

action derived from them into account.  

Building on the knowledge gained and the parameters worked out, the 

suggestion instrument can be designed in the next step.  

The goal of the research, consisting of the existing basic research and the 

following application research, divided into development and testing of the 

instrument, is the goal-oriented, voluntary change of behaviour in traffic 

behaviour, caused by so-called soft policies, implemented as an app. 

The proposal for the suggestion instrument is therefore as follows: 

An app that uses a comparison of emission data from different means of 

transport to make information available to users in a pictorial and easily 

understandable form. With the help of visual language, gamification and credible 

data, the user builds up a sense of responsibility, gains an understanding of the 

environmental impact of his own behaviour and receives incentives to adapt his 

behaviour to the desired objectives.  

The development of the app is a central element of the following application 

research. The basic research in this paper has shown that a suggestion instrument 

is suitable for changing mobility behaviour. 

Figure 6 and 5 show the original way of decision making for one mode of 

transport and the principle for the created instrument to support a sustainable 

decision making.  

 

Figure 6. Original Way of Decision Making for One Mode of Transport 

 
 

Figure 7. Created Instruments to Support a Sustainable Decision Making 

 
 

With help of the created instrument to support a sustainable decision making, 

the way of decision making is more complex. The suggestion influences at the 

stage of psychological decision making. Besides emotive and cognitive factors, the 

suggestion factors will influence the process. The key influencing factors are the 

offer of personal benefits, a building of a sense of responsibility, simple and 

transparent clarification with information and the establishment of a sustainable 

mobility routine, as it was derived in this paper.  
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The developed model of suggestion will be realized in an app and evaluated 

in a field study. 
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