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Performance Analysis using Fuzzy Clustering Methods 1 

for Students’ Self-regulated Learning 2 

 3 
Self-regulated learning (SRL) represents the students’ ability to regulate 4 
themselves in achieving learning goals. Students' SRL data are commonly 5 
analyzed using descriptive statistic. Whereas the data could be more beneficial 6 
for further investigation such as clustering analysis to determine the group of 7 
students according to the characteristics of their SRL. This research aims to find 8 
out how many optimal clusters and how the performance of each Fuzzy 9 
clustering technique. This study employed three fuzzy clustering techniques 10 
namely fuzzy c-means algorithm (FCM), possibilistic clustering algorithm 11 
(PCA), and unsupervised possibilistic fuzzy c-means (UPFC). The data set 12 
consists of three aspects: strategy, self-emotional, and self-management with 13 
300 participants. The first step of analysis was checking the data set and 14 
continued with Fuzzy Clustering analysis with multiple start type. The results of 15 
the analysis showed that the student SRL data set was optimally grouped into 2 16 
based on the dominance of the internal validity index. The clustering results can 17 
be taken into consideration in designing learning and developing policies that 18 
encourage the improvement of students' SRL. The weaknesses and advantages 19 
of performance fuzzy clustering have been discussed, as well as the selection of 20 
appropriate techniques. Further research is recommended using a variety of 21 
participants and questionnaire items. 22 
 23 
Keywords: Fuzzy clustering, FCM, UPFC, PCA, Self-regulated learning 24 

 25 

 26 
Introduction 27 

 28 
Self-regulated learning (SRL) is one of the educational research topics that 29 

covers aspects of cognitive, metacognitive, behavioral, motivational, and 30 

emotional/affective learning (Panadero, 2017). Therefore, SRL is the parent of 31 
many variables that affect student learning success. Students should have the 32 

ability to regulate (regulate) themselves to achieve learning goals. According to 33 
Piaget's cognitive theory, students enter the formal operational stage (early 34 
adulthood) who already could cope with problems (Santrock, 2008). At this 35 
stage, students can think about future possibilities and strategize to achieve goals 36 

(Pressley & Harris, 2009). Self-regulated learning is part of the learning strategy 37 
component. Another component of a learning strategy is skill and willpower. 38 
Most of these studies used questionnaires to collect self-regulated learning data 39 
(Gambo & Shakir, 2021). 40 

Student SRL data is usually analyzed descriptively. In fact, this information 41 

can be explored more, one of which is clustering to find out the grouping of 42 
students according to the characteristics of the SRL. Clustering is generally an 43 

exploratory data analysis method applied to data to find specific structures or 44 
groupings within a data set. While fuzzy clustering is a cluster in that data is 45 
usually not completely separate and each data has a degree of membership in 46 
each cluster (Klawonn & Höppner, 2003), So that it can be a certain 47 
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consideration for further utilization. The utilization of fuzzy clustering for 1 

education data was previously conducted by Bedalli & Ninka (2015). 2 

In this study, three fuzzy clustering techniques were selected, namely Fuzzy 3 
c-means algorithm (FCM), Possibilistic Clustering Algorithm (PCA), and 4 
Unsupervised Possibilistic Fuzzy C-Means (UPFC). All three are clustering 5 
algorithms that consider data uncertainty in providing membership levels for each 6 
data to the cluster. Grouping data into clusters is based on the similarity of data 7 

characteristics.  The three types of Fuzzy clustering can help group students 8 
according to their SLL characteristics. This study aims to find out how many 9 
cluster groups are optimal and how each technique performs. In the end, we will 10 
discuss how to choose these three techniques to use. The results of the grouping 11 
can be used as a source of information to evaluate learning, design learning that 12 

suits students, and formulate policies. 13 
 14 

 15 
Literature Review 16 

 17 
Self-regulated Learning 18 

 19 
Self-regulated Learning (SRL) is a picture of a person's thoughts, emotions, 20 

and actions to achieve the desired learning goals. According to Boekaerts (1999), 21 
SRL is the outermost layer of an important construct in education after the 22 
regulation of the processing modes and learning process. Therefore, it takes the 23 

ability of students to organize their own learning in achieving their learning 24 
targets. 25 

Self-regulated learners possess the abilities and self-assurance to manage 26 
their learning process. They establish personal objectives, track their 27 
advancement, and strive to achieve success autonomously. Often termed as 28 

independent learning, active learning, or learner autonomy, these skills in self-29 
regulated learning enhance educational results, motivation, and long-term 30 

accomplishments. If students are not optimal in SLR, teachers need to conduct 31 

several efforts for stimulation. 32 
 33 

Fuzzy Clustering Methods 34 
 35 
Fuzzy Clustering Methods comprise a cluster of algorithms facilitating the 36 

assignment of data points to numerous clusters concurrently, attributing them 37 
membership grades or probabilities rather than assigning them exclusively to a 38 
sole cluster. In fuzzy clustering, clusters are usually not fully separated and assign 39 
membership degrees between 0 and 1 to each cluster for each datum (Klawonn & 40 
Höppner, 2003), hence it is referred to as soft clustering. These methods serve as 41 

valuable tools, especially in scenarios where data demonstrate uncertainty or lack 42 

distinct boundaries between clusters. They enable a more nuanced understanding 43 

of complex datasets by acknowledging the potential for data points to exhibit 44 
varying degrees of affiliation with multiple clusters.  45 

In this study, three fuzzy clustering techniques were selected, namely Fuzzy 46 
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c-means algorithm (FCM), Possibilistic Clustering Algorithm (PCA), and 1 

Unsupervised Possibilistic Fuzzy C-Means (UPFC). All three have similarities 2 

and differences. The equation is flexibility in grouping by assigning membership 3 
levels to each record. PCA and UPFC use the possibilistic concept, while FCM 4 
does not. Such techniques prove highly advantageous in situations where clear-5 
cut demarcations between clusters are absent, offering a more flexible and 6 
comprehensive approach to clustering analysis. 7 

 8 

Algorithm Fuzzy C-Means (FCM) 9 
 10 
The fuzzy c-means (FCM) algorithm is one of the most widely used fuzzy 11 

clustering algorithms. Fuzzy clustering techniques, the most common of which 12 

aim to minimize objective functions whose main parameters, are the degree of 13 
membership and the parameters that determine the localization as well as the 14 

shape of the cluster. Although the expansion from deterministic to fuzzy 15 
clustering seems to be an obvious concept, it turns out that in order to really 16 
obtain a membership degree between zero to one, it is necessary to introduce the 17 
so-called fuzzier in fuzzy clustering. Typically, fuzzier is only used to control 18 

how much the clusters are allowed to overlap. It also has some negative effects 19 
that cause problems in clusters with varying data densities, noisy data, and large 20 

data sets with a larger number of clusters.  21 
Before using the Fuzzy C-Means (FCM) algorithm, there are a few things to 22 

note. First is to determine the number of clusters. Is there a dedicated number 23 

with a specific purpose or requires an optimal number of clusters. Setting the 24 
right number of clusters will affect the clustering results generated by the 25 

algorithm. Second is the initial initialization. Good initiation can be done with 26 
several initialization experiments to obtain stable results. Third is to validate to 27 
ensure optimal results and understand the extent to which the resulting cluster fits 28 

into the actual structure of the data. 29 
 30 

Possibilistic Clustering Algorithm (PCA) 31 
 32 
Possibilistic Clustering Algorithm (PCA) represents a different approach 33 

among algorithms that aim to improve FCM and PCM. The Possibilistic C-34 
Means (PCM) algorithm relies on the results of Fuzzy C-Means (FCM) clustering 35 
iterations to determine Ω parameters, the Possibilistic Clustering Algorithm 36 

(PCA) uses the objective function FCM along with the partition coefficient (PC) 37 
and the measure of entropy validity (PE) (Cebeci et al., 2020). As a result, PCA 38 
directly calculates the tipicality value and does not require prior FCM execution 39 
to obtain this parameter. The resulting membership is modeled with exponential 40 
functions, which leads to perceived resistance to noise and outliers (Yang & Wu, 41 

2006). Nevertheless, (Wu et al., 2010) noted that PCA shows a high sensitivity to 42 

initialization and can sometimes result in overlapping clusters. 43 

PCA, despite having the term "possibilistic" in its name, belongs to the 44 
family of fuzzy clustering due to its use of principles such as uncertainty 45 
modeling and membership assignment similar to other fuzzy clustering 46 
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algorithms. It is based on objective FCM functions and includes elements of 1 

fuzzy logic, making it part of Fuzzy Clustering Methods. 2 

 3 

Unsupervised Possibilistic Fuzzy C-Means (UPFC) 4 
 5 
Possibilistic Clustering Algorithm (PCA), according to (Yang & Wu, 2006), 6 

It has membership generated by algorithms that take the form of exponential 7 

functions, which ensure it is resistant to interference such as noise and outliers. 8 
However, PCA, as observed by  (Wu et al., 2010), sometimes it produces 9 
coinciding clusters due to their susceptibility to initialization. As a solution, they 10 
developed the Unsupervised Possibilistic Fuzzy Clustering (UPFC) algorithm. 11 

UPFC is inspired by the PFCM algorithm by Pal et al. (2005). UPFC is an 12 

extension of PCA by combining FCM and PCA techniques to address FCM's 13 
sensitivity issues to noise and the overlapping cluster dilemma of PCA. UPFCs 14 

simultaneously generate possibilistic and probabilistic membership, effectively 15 
addressing noise sensitivity issues in FCM and successfully managing the 16 
coinciding cluster occurrences found in PCA (Cebeci et al., 2020). 17 

 18 

 19 
Methodology/Materials and Methods 20 

 21 

This research will show the performance of Fuzzy Clustering Methods. Data 22 
is sourced from self-regulated learning questionnaires that will be analyzed to 23 

determine optimal clustering. The instrument consists of ten closed questions 24 
consisting of 4 Likert anchor (4-Point Likert Scale) namely strongly agree, agree, 25 

disagree, and strongly disagree. This instrument measures how students have 26 
appropriate learning strategies, the ability to monitor emotions / affective 27 
actively, and the ability to manage and regulate themselves in the learning 28 

process. The questionnaire consists of three aspects, namely Strategy (symbolized 29 

by STR-4 items), self-emotional (symbolized by EMO-3 items), and self-30 
management (symbolized by MAN-3 items). The item reliability value is 0.98, 31 
meaning that the quality of the items in the instrument has very good consistency 32 

/ reliability. We do not go into detail about the interpretation of SRL, but will 33 
emphasize more on the implementation of fuzzy clustering and its utilization. 34 

The respondents in this study were 300 students who had experience with 35 
adult learning so that they knew self-regulated learning. Students also have two 36 
gender groups, namely men and women, but it has been checked that no gender 37 

bias was found. The self-regulated learning questionnaire is conducted online 38 
through gform, which contains questions and biodata needed by researchers. 39 

Respondents also filled out a willingness form to show willingness to participate 40 
in this study. All data analysis procedures use the help of RStudio software 41 
version 4.2.1 (2022-06-23) (Posit team, 2023). The first step of analysis is 42 

checking the data set (including loading factor check, normality, and 43 
multicollinearity detection), and continued with Fuzzy Clustering analysis. 44 

 45 
  46 
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Data Checking 1 
 2 

Data checking aims to find out whether instruments and data are meaningful 3 
and qualified for FCM analysis. There are three types of checks, including 4 
loading factor, normality, and multicollinearity. 5 

 6 
Loading Factor 7 

Loading factor is used to estimate the unique contribution of each factor to 8 
the variance in a variable (Tabachnick & Fidell, 2013). The factors on the 9 
questionnaire are interpreted through factor loading (see table 1). Cut off data to 10 
be analyzed if it has a loading factor of at least 0.45 (20% overlapping variance 11 
between variables and factors). As a general rule, loads above 0.71 are excellent, 12 

0.63 very good, 0.55 good, 0.45 sufficient, and 0.32 bad (Tabachnick & Fidell, 13 
2013). By using a limit of 0.45, the factor is more meaningful for further 14 

interpretation. Higher loading factors are considered better, and usually loads 15 
below 0.30 are not interpreted. 16 

 17 
Table 1. Factor Loading of items in Self-Regulated Learning questionnaire 18 

 STR EMO MAN 

STR1 0.456   

STR2 0.472   

STR3 0.672   

STR4 0.485   

EMO1  0.715  

EMO2  0.726  

EMO3  0.496  

MAN1   0.811 

MAN2   0.477 

MAN3   0.569 

 19 
Based on the data in Table 1, all factors meet the requirements for the 20 

meaningfulness of the data. Furthermore, the data will be converted into a z-21 
score. Z-score to standardize the data before clustering to make it uniform in 22 
scale. Analysis performed with R using package mirt (Chalmers, 2012), with 23 

factor analysis model and type Graded. 24 
 25 

Normality 26 
Normality is often verified based on statistical descriptions. Skewness is a 27 

measure of symmetry, or rather, lack of symmetry of the normal distribution. 28 
Kurtosis is a measure of the pointiness of a distribution. A distribution, or set of 29 

data, is symmetrical if it looks the same to the left and right of the midpoint. If the 30 
mean, median, and mode of a distribution coincide, then it is called a symmetric 31 
distribution, i.e. skewness = 0, kurtosis (excess) = 0. A distribution is called close 32 

to normal if the skewness or kurtosis (excess) of data falls between -1 and +1 33 
(Mishra et al., 2019). Table 2 is a descriptive analysis on each aspect. 34 
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Table 2. Data Description 1 
Factor mean SD median min  max  skew kurtosis 

STR 0.0 0.62    -0.05 -1.55  1.29  -0.18 -0.42 

EMO 0.0 0.73 -0.05 -1.99  1.89   -0.28     -0.20 

MAN 0.0 0.73 0.20 -2.67  1.18   -0.55     0.41 

 2 
Multicollinearity Detection 3 

Multicollinearity deficiency can be diagnosed in several ways, one of which 4 
is to calculate the correlation coefficient (simple correlation) between 5 
independent variables (Gujarati, 2003; Shrestha, 2020). If the simple correlation 6 

coefficient reaches or exceeds 0.8, it identifies a multicollinearity problem. The 7 
results of the correlation test are in Table 3 and Figure 1. There is no 8 
multicollinearity between independent variables. 9 

 10 

Table 3. Simple Correlation Test Results between Independent Variables 11 
 STR EMO MAN 

STR 1.000 -0.339*** 0.383*** 

EMO -0.339*** 1.000 -0.448*** 

MAN 0.393*** -0.448*** 1.000 

*** significant  12 
 13 
Figure 1. Chart Correlation 14 

 15 
 16 

Analisis Fuzzy Clustering 17 
 18 
After the data is qualified, the Fuzzy Clustering analysis stage is run. The 19 

first stage is the analysis of UPFC according to Cebeci (2017). The first is to 20 
prepare for the analysis, including installing and loading the 'ppclust' package 21 
(Cebeci et al., 2020), ‘factoextra’ (Kassambara & Mundt, 2020), ‘cluster’ 22 

(Maechler et al., 2023), ‘fclust’ (Maechler et al., 2023); and load the data set. 23 
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Next is to determine the optimal clusters with the 'fcvalid' package (Cebeci, 1 

2020). This package can be used as a test tool to evaluate the performance of 2 

partitioning algorithms as well as to find the optimal number of clusters in a fuzzy 3 
dataset (Cebeci, 2020). After finding the optimal cluster, the last stage is to cluster 4 
with UPFC type multiple start and visualization of clustering results. At the end, 5 
we add the simulation results of the number of other clusters to show the 6 
difference in results and functions. 7 

Further results were compared with FCM and PCA analysis. In general, this 8 
analysis step is the same as UPFC, but the packages are customized (Cebeci et al., 9 
2020). At the end of the discussion, the characteristics of each technique are 10 
discussed to make it easier for users to choose the appropriate technique for 11 
analysis. 12 

 13 
 14 

Results 15 
Data Description 16 

 17 
Participant SRL z-score data was prepared for UPFC analysis. The data set 18 

consists of three aspects, namely strategy (STR), self-emotional (EMO), and self-19 
management (MAN). The three-dimensional dataset contains 300 participants. 20 

The pairs function in the R statistical package can be used to display scatterplots 21 
between feature pairs in a dataset. Figure 2 illustrates the structure of a natural 22 
cluster in a dataset. Scatterplots are only one color because there is no grouping 23 

yet, the data is still considered 1 cluster. These pairwise-scatterplots can also help 24 
to compare the natural grouping structure with the grouping structure obtained by 25 

running the partitioning algorithm. 26 
 27 
Figure 2. Data Visualization with Pairwise-scatterplots 28 

 29 
 30 

  31 
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UPFC Analysis 1 
 2 

Determining the Optimal Cluster 3 
The packages 'fcvalid' are used to determine the optimal cluster. The analysis 4 

results of the 'fcvalid' function can be used to compare the performance of 5 
multiple clustering algorithms, as well as to determine optimal performance when 6 
an algorithm is executed with different parameters (Cebeci, 2020; Liu et al., 7 

2019). This function can even be used to compare the efficiency of internal 8 
validity indices in finding the number of previously known clusters for a given 9 
dataset. To decide on the optimal clustering result or to find the optimal value of 10 
the number of clusters in the dataset, cluster analysis must be repeated for various 11 
number of clusters.  12 

Analysis was run for four different cluster levels (two to five). The analysis 13 
used Multiple Starts, with the starting center being 3, and as many as 5 14 

repetitions. The functions associated with the internal index in the package are 15 
'fcvalid'. The results of running cluster validity index can be seen in Table 4.  16 

 17 
Table 4. Results of Internal Validity Index Analysis based on the Number of 18 

Clusters 19 

Indices 
Number of cluster (c) 

Optimal value 
2 3 4 5 

PC 0.667 0.521   0.425    0.370 Max 

MPC 0.334    0.282    0.234   0.212 Max  

PE 0.505    0.817    1.066    1.254 Min 

XB 0.375    0.491   1.616    1.029 Min 

K 112.636 148.002 487.824 311.276 Min 

FSIL(SI) 0.582 0.475    0.459    0.355 Max 

Note: PC=Partition Coefficient; MPC= Modified Partition Coefficient; PE= Partition Entropy; 20 
XB= Xie-Beni Index; K= Kwon Index; FSIL(SI)= Fuzzy Silhouette Index 21 

 22 

The index values in each index are checked to find the optimal number of 23 
clusters. The number of clusters for values that correspond to the lower or upper 24 
bounds is in the optimal value description column. The number of 2 clusters is 25 
determined as the optimal number of clusters that provide the best grouping 26 
configuration of the six indices selected. The best values are marked in bold in 27 

the table above. While one index can propose 3. However, in this analysis cluster 28 
3 was performed to show the difference in results with cluster 2.  29 

 30 
Clustering with UPFC 31 

Clustering using Multiple Start with n=5. In this analysis, the argument m is 32 

selected as 2 (commonly used). Actually we can increase m to get a more fuzzy 33 

result. However, a large m value will reduce the membership effect on the 34 

prototype and the model will behave more similarly to the PCM model (Pal et al., 35 
2005). In the argument eta=2, the typicality exponent should usually be selected 36 
as 2 for UPFC. The relative importance of the probabilistic and possibilistic parts 37 
of objective functions can be changed using other parameters available in the 38 
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packages 'ppclust' to control the running of the UPFC algorithm (Cebeci, 2017).  1 

 2 

Clustering 2 3 
The clustering result contains several outputs that provide information about 4 

several components such as objective function values, number of iterations and 5 
computational time obtained at each algorithm start. Table 5 is a display of the 6 
best solution. The best test to use is the second test. 7 

 8 
Table 5. Display the Best Solution for 2 Cluster 9 

Output 
Repetition to- 

1 2 3 4 5 

Objective function 148 148 148 148 148 

Number of iterations 48 48 48 48 47 

Compute time 0.85 0.86 0.97 0.89 0.86 

The best solution Second repeat 
 10 

A summary of the grouping results of the UPFC multiple start results is 11 
displayed using the 'summary(res.upfc)' of the 'ppclust' package and the library 12 

(cluster) for Dunn coefficient. 13 

 14 
Initial  cluster  prototypes:  15 
             STR   EMO    MAN 16 
Cluster  1  0.607  0.411   0.720  17 
Cluster  2 - 0.468  0.404  - 0.711  18 
 19 
Final  cluster  prototypes:  20 
             STR    EMO    MAN 21 
Cluster  1 - 0.283   0.405  - 0.399  22 
Cluster  2  0.314  - 0.420   0.426  23 
 24 
Distance  between  the  final  cluster  prototypes  25 
          Cluster  1 26 
Cluster  2      1.72  27 
 28 
Difference  between  the  initial  and final  cluster  prototypes  29 
             STR      EMO   MAN 30 
Cluster  1 - 0.890  - 0.00645  - 1.12  31 
Cluster  2  0.782  - 0.82367   1.14  32 
 33 
Root  Mean Squared  Deviations  (RMSD):  1.52   34 
Mean Absolute  Deviation  (MAD):  7.14   35 
 36 
Membership  degrees  matrix  (top  and bottom  5 rows):   37 
    Cluster  1 Cluster  2 38 
1 0.000000524    0.01293  39 
2 0.768254759    0.00544  40 
3 0.020881082    0.85425  41 
4 0.469084274    0.15794  42 
5 0.297405552    0.00137  43 
...  44 
    Cluster  1 Cluster  2 45 
296   0.51029     0.0182  46 
297   0.32491     0.2519  47 
298   0.17888     0.28 59 48 
299   0.02958     0.1077  49 
300   0.00345     0.7123  50 
 51 
Descriptive  statistics  for  the  membership  degrees  by  clusters  52 
          Size         Min     Q1  Mean Median     Q3   Max 53 
Cluster  1  162  0.00000328  0.105  0.311   0.282  0.501  0.918  54 
Cluster  2  138  0.00131736  0. 107  0.350   0.345  0.553  0.933  55 
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 1 
Dunn's  Fuzziness  Coefficients:  2 
dunn_coeff  normalized   3 
     0.181      - 0.638  4 
 5 
Clustering 3 6 

Clustering step 3 is the same as cluster 2, the difference is only in the number 7 

of clusters. The objective function values, number of iterations and computation 8 
time with five iterations on 3 clusters can be seen in Table 6. The best test used is 9 
the third test. 10 
 11 
Table 6. Display the Best Solution for 3 Cluster 12 

Output 
Repetition to- 

1 2 3 4 5 

Objective function 55.7  55.7  55.7 55.7  55.7  

Number of iterations 69  69 79  82  79 

Compute time 1.60 1.37 1.50 1.67 1.73 

The best solution Third repeat 
 13 

A summary of the grouping results of the UPFC multiple start results is 14 
displayed using 'summary(res.upfc)' from the package 'ppclust' and 15 
library(cluster) for Dunn coefficient. 16 

 17 
 18 
Initial  cluster  prototypes:  19 
             STR    EMO   MAN 20 
Cluster  1 - 1.126   0.929  0.259  21 
Cluster  2  1.291  - 0.530  0.274  22 
Cluster  3 - 0.128   0.929  0.196  23 
 24 
Final  cluster  prototypes:  25 
              STR    EMO     MAN 26 
Clu ster  1  0.4109  - 0.647   0.5673  27 
Cluster  2 - 0.4114   0.481  - 0.6571  28 
Cluster  3  0.0227   0.157   0.0817  29 
 30 
Distance  between  the  final  cluster  prototypes  31 
          Cluster  1 Cluster  2 32 
Cluster  2     3.449            33 
Cluster  3     1.034      0.839  34 
 35 
Difference  between  the  initial  and final  cluster  prototypes  36 
             STR    EMO    MAN 37 
Cluster  1  1.537  - 1.576   0.308  38 
Cluster  2 - 1.702   1.011  - 0.931  39 
Cluster  3  0.151  - 0.772  - 0.114  40 
 41 
Root  Mean Squared  Deviations  (RMSD):  1.86   42 
Mean Absolute  Deviation  (MAD):  8.1   43 
 44 
Membership  degrees  matrix  (top  and bottom  5 rows):   45 
  Cluster  1   Cluster  2 Cluster  3 46 
1 0.0252890  0.000000001  0.0000104  47 
2 0.0001733  0.982807144  0.1008615  48 
3 0.7627442  0.001332051  0.1611696  49 
4 0.0240981  0.138568501  0.7831324  50 
5 0.0000292  0.413400897  0.0208286  51 
...  52 
    Clust er  1 Cluster  2 Cluster  3 53 
296   0.00105  0.3899209     0.1673  54 
297   0.06129  0.1090199     0.4895  55 
298   0.08284  0.0421016     0.3789  56 
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299   0.02421  0.0025039     0.1180  1 
300   0.86163  0.0000816     0.0548  2 
 3 
Descriptive  statistics  for  the  membership  degrees  by  cluster s 4 
          Size         Min     Q1  Mean Median     Q3   Max 5 
Cluster  1   93 0.00297012  0.124  0.331   0.323  0.474  0.862  6 
Cluster  2   84 0.00000257  0.053  0.313   0.284  0.460  0.984  7 
Cluster  3  123  0.00003703  0.133  0.383   0.353  0.680  0.867  8 
 9 
Dunn's  Fuzziness  Coeffici ents:  10 
dunn_coeff  normalized   11 
     0.216      - 0.177  12 
 13 
Visualization of the clustering results (cluster 2 and 3) 14 

There are many ways to visually represent grouping results. Three 15 
commonly used techniques are displaying clustering results with pairwise-16 
scatterplots (Figure 3), fviz_cluster (Figure 4), and clusplots (Figure 5). They use 17 
'plotcluster' function to illustrates the typicality levels associated with an 18 

algorithm that generates both fuzzy membership and typicality degrees. The 19 
clustering results show the division of the cluster containing members and the 20 
line that shows the distance of each data from the center of the cluster.  21 

 22 
Figure 3. Visualization of the Clustering Results using pairwise-scatterplots 23 
(Left=2 cluster and Right=3 cluster) 24 

  25 

 26 
 27 
  28 
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Figure 4. Visualization of the clustering results using fviz_cluster (Left=2 cluster 1 

and Right=3 cluster) 2 

 3 

 4 
Figure 5. Visualization of the clustering results using clusplot (upper=2 cluster 5 

and bottom=3 cluster)  6 

 7 
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 1 
 2 
Comparison of UPFC, FCM, and PCA 3 

 4 

The stages of analysis are all the same, the difference is the function used. In 5 
table 7, we can see a comparison of the results of UPFC, FCM, and PCA analysis 6 

on clusters 2 and 3.  Clusters 1, 2, 3 show the order of clustering from highest to 7 
low' for students' SRL. Then we selected 11 data samples (6 random student data 8 
and 5 student data located on the border between clusters) to see what degree of 9 

membership in each analysis technique. The comparison of student clustering in 10 

cluster 2 can be seen in Table 8 and cluster 3 in Table 9. To show the differences 11 

in visualization between analysis techniques, in Figure 6 we display cluster 2 for 12 
each technique. 13 

 14 
Table 7. Comparison of the Results of the Analysis of the Internal Validity Index, 15 
Dunn Coeff, and Membership 16 

Indices 
UPFC UPFC FCM FCM PCA PCA 

2 3 2 3 2 3 

PC 0.667 0.521   0.673    0.530    0.5 0.333 

MPC 0.334    0.282    0.345    0.294    0 0 

PE 0.505    0.817    0.498    0.804    0.693 1.098 

XB 0.375    0.491   0.337    0.456    6.12495E+21 2.48732E+25 

K 112.636 148.002 101.428  137.435 1.83749E+24 7.46195E+27 

FSIL(SI) 0.582 0.475    0.584    0.484    0.506 NaN 

Dunn coeff 0.181      0.216      0.673       0.530       0.247   0.3011 

∑ members 

Cluster 1 
138 93 138 89 147 150 
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∑ members 

Cluster 2 
162 84 162 83 153 150 

∑ members 

Cluster 3 
- 123 - 128 - 0 

Note: PC=Partition Coefficient; MPC= Modified Partition Coefficient; PE= Partition Entropy; 1 
XB= Xie-Beni Index; K= Kwon Index; FSIL(SI)= Fuzzy Silhouette Index. Clusters 1, 2, 3 show 2 
the order of clustering from highest to lowest for students' SRL. 3 
 4 

Table 8. Sampling Student Data and Cluster Level in each Analysis Technique 5 
(in cluster 2) 6 

Student 
Z-score Cluster level 

STR EMO MAN UPFC FCM PCA 

1 1.291 -1.505 0.735 1 1 1 

58 0.551 -0.512 0.735 1 1 1 

115 0.186 0.429 -0.711 2 2 2 

172 -0.184 0.429 -0.187 2 2 2 

229 0.267 -0.047 0.274 1 1 1 

286 -0.782 -0.047 -0.711 2 2 2 

19 0.607 0.429 0.196 1 1 2 

61 0.243 0.421 0.259 2 2 2 

107 0.921 -0.554 -1.221 2 2 1 

126 0.213 0.429 0.274 2 2 2 

298 0.527 -0.047 -0.25 1 1 1 
Note: bolded data means the data is on the border between clusters 7 
 8 
Table 9. Sampling Student Data and Cluster Level in each Analysis Technique 9 

(in cluster 3) 10 

Student 
Z-score Cluster level 

STR EMO MAN UPFC FCM PCA 

1 1.291 -1.505 0.735 1 1 1 

58 0.551 -0.512 0.735 1 1 1 

115 0.186 0.429 -0.711 2 2 2 

172 -0.184 0.429 -0.187 3 3 2 

229 0.267 -0.047 0.274 1 1 1 

286 -0.782 -0.047 -0.711 2 2 2 

19 0.607 0.429 0.196 3 3 - 

61 0.243 0.421 0.259 3 3 - 

107 0.921 -0.554 -1.221 3 3 - 

126 0.213 0.429 0.274 3 3 - 

298 0.527 -0.047 -0.25 3 3 - 
Note: bolded data means the data is on the border between clusters 11 
 12 
  13 
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Figure 6. Visualization of the Clustering Results using Clusplot (upper=UPFC, 1 

middle, FCM, and bottom=PCA) 2 

 3 
 4 

 5 
 6 
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 1 
 2 

 3 
Discussion 4 

 5 
In the data description, this SRL data set has dense data and many overlaps 6 

(see Figure 3). This is one of the data characteristics that must be considered for 7 
data clustering. However, by using fuzzy clustering, each datum (per student) can 8 
be a member of more than one cluster (Kassambara, 2017). Each datum has a set 9 

of membership coefficients corresponding to its membership level in a cluster. 10 

The centroids of a cluster are calculated as the average of all points, weighted by 11 
their degree of membership in the cluster. In fuzzy clustering, points/data close to 12 

the cluster center may be in a cluster with a higher degree than points/data at the 13 
edge of the cluster. The degree of membership, where an element becomes part of 14 
a particular cluster, is a numerical value that varies from 0 to 1. 15 

Fuzzy clustering is considered soft clustering, where each data has the 16 
probability of being a member of each cluster (Kassambara, 2017). In other 17 

words, each data has a set of membership coefficients corresponding to its 18 
membership level in a particular cluster. The selection of fuzzy clustering as the 19 
right analysis for this data is also based on the fact that students are not rigid only 20 
in one group. In other words, it is an opportunity or challenge to improve or 21 
maintain the SRL that students have. 22 

The results of the analysis showed that the most optimal student SRL data set 23 

was grouped into 2 clusters based on the dominance of the internal validity index 24 

(see Table 7). Dunn's Fuzziness Coefficients are formulated from the 25 
'summary(res.upfc)' analysis of the analysis. This coefficient ranges from 0 to 1. 26 
A low Dunn coefficient value indicates a very fuzzy clustering, while a value 27 
close to 1 indicates an almost obvious grouping. Dunn coefficient (cluster 2) on 28 
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UPFC, FCM, and PCA were 0.198, 0.673, and 0.247, respectively. UPFC is 1 

among the most-fuzzy. Across all techniques, both UPFC, FCM, and PCA, were 2 

able to account for 81.81% of data diversity. 3 
The number of members in UPFC and FCM has similarities in cluster 2, 4 

while in cluster 3 has slight differences (see Table 7). PCA has a different number 5 
of members than UPFC and FCM. Even in PCA, clustering into three cannot be 6 
done because grouping the characteristic equation by dividing the two equally. 7 

The downside of PCA is its sensitivity to initial initialization and datasets that 8 
have a high degree of uncertainty. These algorithms may have difficulty 9 
identifying clear boundaries between clusters in the dataset. This can be seen in 10 
the visualization of the PCA plot in Figure 7, where clusters 1 and 2 are squeezed 11 
together. It is therefore important to conduct experiments as well as appropriate 12 

parameter adjustments to achieve optimal clustering results. This weakness of 13 
PCA is further overcome by UPFC. 14 

In tables 8 and 9 we can see the similarities and differences in student 15 
clustering positions in each technique. Students grouped with UPFC and FCM 16 
have the same level of clustering. In table 9, students who are in the border area 17 
between clusters, in clustering 2, become members of cluster level 3 in clustering 18 

3. This reinforces that similarity of characteristics between data. While in PCA, 19 
students 19 and 107 get a different grouping than UPFC and FCM. These 20 

differences and similarities can also be clearly seen in the cluster plot (Figure 7). 21 
Then, we discuss about technique should be chosen for analysis. When 22 

viewed from the explanation above, the UPFC and FCM analysis looks superior 23 

to PCA. But actually, each has its weaknesses. The duration of UPFCs is that 24 
they require long computations on large datasets. In this analysis, it is not too 25 

noticeable because the number of SRL data sets is not too large. FCM is 26 
susceptible to data noise and outliers, which can affect clustering results. Outliers 27 
can significantly affect the central position of the cluster and affect cluster 28 

formation. In this analysis, the data has been checked in advance so that there is 29 
no noise and outliers. Previously mentioned that PCA has a weakness in 30 

sensitivity to initial initialization and datasets that have a high degree of 31 

uncertainty. 32 
The advantages of FCM are that the analysis is easy to implement and 33 

understand, can provide clustering results with membership levels that take into 34 
account data uncertainty, and is suitable for data with spherical clusters (having 35 
spherical or spherical shapes in dimensional space). The advantage of PCA is that 36 

it is flexible in providing membership levels to the cluster and can be 37 
implemented for non-spherical cluster data. UPFC is a combination of FCM and 38 
PCA techniques to overcome the problem of FCM sensitivity to noise and the 39 
overlapping cluster dilemma of PCM. FCM can also be for non-spherical 40 
clusters. 41 

If you have spherical cluster data and want cluster data membership to be 42 

taken into account, FCM might be a good choice. If the data has a non-spherical 43 

cluster or wants to overcome data uncertainty, PCA or UPFC can be an option. 44 
UPFC, which combines concepts from FCM and possibilistic approaches, can be 45 
an option if we want flexibility from both approaches. The selection of the best 46 
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technique depends on the characteristics of the data and the purpose of the 1 

analysis. It is better to conduct experiments with several algorithms and consider 2 

the results as well as the quality of the resulting clustering in order to choose the 3 
algorithm that best suits the purpose of the analysis. 4 

With the resulting SRL clustering utilized, it is clear that cluster 2 has the 5 
best internal validity on all indices. Grouping SRL students into 2 groups means 6 
dividing high and low SRL students. Students who are in the high group, then at 7 

least maintained SRL, and students in the low group must be increased. For 8 
students who are on the border of the two groups must be given special attention. 9 
From here, teachers can collaborate and interview students to find out the causes 10 
and solutions needed. Teachers need to evaluate the lessons implemented and 11 
redesign lesson plans, as well as develop policies that support the improvement of 12 

SRL. This student SRL data collection is also carried out after the covid 13 
pandemic, so that student SRL may not be observed and trained properly. 14 

Recommended by Uleanya & Naidoo (2023) to provide an understanding to 15 
lecturers and students about the importance and sustainable use of e-learning so 16 
that student SRL can also develop. In addition, it is recommended to use rubrics 17 
because they are proven to increase self-regulation (Panadero et al., 2023). 18 

 19 
 20 

Conclusions 21 
 22 

The three types of Fuzzy clustering are capable to organize students 23 

according to their SRL characteristics. The disadvantages and advantages of each 24 
performance were explained.  The choice of technique depends on the 25 

characteristics and purpose of the analysis.  Suggestions for further research with 26 
a greater amount of data (more than 500) and smaller data (less than 100). It is 27 
also advisable to use a larger number of questionnaire items (more than 20). It is 28 

expected that there will be insight into new characteristics subsequently. 29 
 30 

References 31 

 32 
Bedalli, E., & Ninka, I. (2015). Exploring an Educational System’s Data through Fuzzy 33 

Cluster Analysis. Athens Journal of Sciences, 2(1), 33–44. https://doi.org/10.30958/ 34 
ajs.2-1-4 35 

Boekaerts, M. (1999). Self-regulated learning: where we are today. International Journal 36 
of Educational Research, 31(6), 445–457. https://doi.org/10.1016/S0883-0355(99) 37 
00014-2 38 

Cebeci, Z. (2017, November 22). Unsupervised Possibilistic Fuzzy C-Means Algorithm. 39 
Https://Cran.r-Project.Org/Web/Packages/Ppclust/Vignettes/Upfc.Html. 40 

Cebeci, Z. (2020). fcvalid: An R Package for Internal Validation of Probabilistic and 41 
Possibilistic Clustering. Sakarya University Journal of Computer and Information 42 
Sciences, 3(1), 11–27. https://doi.org/10.35377/saucis.03.01.664560 43 

Cebeci, Z., Yildiz, F., Kavlak, A. T., Cebeci, C., & Onder, H. (2020). Probabilistic and 44 
Possibilistic Cluster Analysis (1.1.0). CRAN. 45 

Chalmers, R. P. (2012). A Multidimensional Item Response Theory Package for the 46 
Environment. Journal of Statistical Software, 48(6). https://doi.org/10.18637/jss.v0 47 
48. i06 48 

https://doi.org/10.1016/S0883-0355(99)
https://doi.org/10.18637/jss.v0


2023-5708-AJE – 14 DEC 2023 

 

19 

Gambo, Y., & Shakir, M. Z. (2021). Review on self-regulated learning in smart learning 1 
environment. Smart Learning Environments, 8(1). https://doi.org/10.1186/s40561-2 
021-00157-8 3 

Gujarati, D. (2003). Basic Economertics (4th ed.). McGraw-Hill. 4 
Kassambara, A. (2017). Multivariate Analysis I Practical Guide To Cluster Analysis in R 5 

Unsupervised Machine Learning (1st ed.). STHDA. http://www.sthda.com 6 
Kassambara, A., & Mundt, F. (2020). Extract and Visualize the Results of Multivariate 7 

Data Analyses (1.0.7). CRAN. 8 
Klawonn, F., & Höppner, F. (2003). What is fuzzy about fuzzy clustering? Understanding 9 

and improving the concept of the fuzzifier. Lecture Notes in Computer Science 10 
(Including Subseries Lecture Notes in Artificial Intelligence and Lecture Notes in 11 
Bioinformatics), 2810, 254–264. https://doi.org/10.1007/978-3-540-45231-7_24 12 

Liu, Y., Zhang, X., Chen, J., & Chao, H. (2019). A Validity Index for Fuzzy Clustering 13 
Based on Bipartite Modularity. Journal of Electrical and Computer Engineering, 14 
2019. https://doi.org/10.1155/2019/2719617 15 

Maechler, M., Rousseeuw, P., Struyf, A., Hubert, M., Hornik, K., Roudier, P., Gonzalez, J., 16 
Kozlowski, K., Schubert, E., Murphy, K., & Kaspe, F.-R. (2023). ``Finding Groups 17 
in Data’’: Cluster Analysis Extended Rousseeuw et al. (2.1.5). CRAN. 18 

Mishra, P., Pandey, C. M., Singh, U., Gupta, A., Sahu, C., & Keshri, A. (2019). Descriptive 19 
statistics and normality tests for statistical data. Annals of Cardiac Anaesthesia, 20 
22(1), 67–72. https://doi.org/10.4103/aca.ACA_157_18 21 

Pal, N. R., Pal, K., Keller, J. M., & Bezdek, J. C. (2005). A possibilistic fuzzy c-means 22 
clustering algorithm. IEEE Transactions on Fuzzy Systems, 13(4), 517–530. https:// 23 
doi.org/10.1109/TFUZZ.2004.840099 24 

Panadero, E. (2017). A Review of Self-regulated Learning: Six Models and Four 25 
Directions for Research. Frontiers in Psychology, 8. https://doi.org/10.3389/fpsyg. 26 
2017.00422 27 

Panadero, E., Jonsson, A., Pinedo, L., & Fernández-Castilla, B. (2023). Effects of Rubrics 28 
on Academic Performance, Self-Regulated Learning, and self-Efficacy: a Meta-29 
analytic Review. Educational Psychology Review, 35(4), 113. https://doi.org/10.10 30 
07/s10648-023-09823-4 31 

Posit team. (2023). RStudio: Integrated development environment for R ((2023.3.1.446)). 32 
Posit  Software, PBC. 33 

Pressley, M., & Harris, K. R. (2009). Cognitive Strategies Instruction: From Basic 34 
Research to Classroom Instruction. Journal of Education, 189(1–2), 77–94. 35 
https://doi.org/10.1177/0022057409189001-206 36 

Santrock, J. W. (2008). Educational Psychology. McGraw-Hill. 37 
Shrestha, N. (2020). Detecting Multicollinearity in Regression Analysis. American 38 

Journal of Applied Mathematics and Statistics, 8(2), 39–42. https://doi.org/10.12691/ 39 
ajams-8-2-1 40 

Tabachnick, B. G., & Fidell, L. S. (2013). Using Multivariate Statistics (6th ed.). Pearson 41 
Education Inc. 42 

Uleanya, M. O., & Naidoo, G. M. (2023). The Use of E-learning During COVID-19 43 
Pandemic Era. Athens Journal of Education, 10(3), 539–558. https://doi.org/10. 44 
30958/aje.10-3-10 45 

Wu, X., Wu, B., Sun, J., & Fu, H. (2010). Unsupervised possibilistic fuzzy clustering. 46 
Journal of Information & Computational Sci, 7(5), 1075–1080. 47 

Yang, M.-S., & Wu, K.-L. (2006). Unsupervised possibilistic clustering. Pattern 48 
Recognition, 39(1), 5–21. https://doi.org/10.1016/j.patcog.2005.07.005 49 

  50 

https://doi.org/10.3389/
https://doi.org/10.10
https://doi.org/10.12691/
https://doi.org/10

