Validation of a Detached Eddy Simulation (DES) Model in Complex Urban Environment

By Rallou Eleni Dadioti*  
Simon Rees†

This paper examines the performance of the Detached Eddy Simulation (DES) turbulence model implemented in the open source CFD library OpenFOAM for external flows in complex urban environments. The aim of this work is to provide a validation study of the DES, using an opensource CFD library, in order to make such calculations accessible and affordable. For these purposes we revisit a number of benchmark data sets developed by the Architectural Institute of Japan. We firstly present the results for the analysis of the flow around a single high rise building and make comparisons with wind tunnel data in order to give confidence to the DES implementation. Secondly we examine the prediction capabilities of DES for a flowfield in an actual urban environment, in a sub-central area in Shinjuku Tokyo, where high rise buildings and low rise houses are found close together. Using data derived from wind tunnel experiments and field measurements as well, we conduct the comparison studies and we find that the DES results show significantly better prediction of wind flows in comparison to other approaches.
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Introduction

CFD in Urban Environment

The calculation of external flows in complex urban environments is challenging. Figure 1 shows a flow pattern about a single building. Separation on the top and sides of the building, vorticity in this separated flow, vortex in front and around the building, horseshoe shape downwind, stagnation regions and reattachment zones are some of the effects of the interaction between the wind flow and buildings. The unsteadiness of the flow after the wind strikes on the buildings makes the evaluation of the wind flow cumbersome and analytical methods usually fail to examine the complex relationships between the variables (Stathopoulos and Baniotopoulos, 2007).
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Wind tunnel testing demonstrates good results and it has been used and developed successfully since the end of the 19th century. However, it is not pliable to adjustments and its remodeling requires a long time and effort. It can only capture the flow characteristics at discrete points using sensors, the cost of which is a restraint for a broader use other than the universities and large international companies (Mcalpine, 1985). Computational Fluid Dynamics is a promising tool; the models can be altered quickly and compute the flow over the whole domain. With the outstanding recent progress in computing, the feasibility of the CFD analysis in reasonable time is a reality and a high performance PC desktop can be used instead of the mainframe computers. Furthermore, open source CFD libraries have the potential to make such calculations accessible and affordable. CFD has been progressively applied to a wide range of studies in urban environments; including structural loads (Colloquium, 2013; Katz and Ag; Meroney et al., 2001; Mohotti et al., 2014), pedestrian comfort (Janssen et al., 2013; Fadl and Karadelis, 2013; Blocken et al., 2012; Blocken and Persoon, 2009; Willemsen and Wisse, 2007; Meroney et al., 2001), natural ventilation (van Hooff et al., 2011a; Hooff and Blocken, 2010), contaminant dispersion (Holmes and Morawska, 2006; Coirier and Kim, 2006; Vardoulakis et al., 2003), wind energy (Anjum, 2014; Rasouli et al., 2014; Tabrizi et al., 2014; Gagliano et al., 2013; Irshad, 2012; Kalmikov et al., 2010; Probst and Carádenas, 2010; King, 2009; Milanese et al., 2011) and other problems (Neofytou et al., 2006; van Hooff et al., 2011b; Huang and Li, 2010; Tominaga et al., 2011). However, CFD results are not always valid and harmonised with the real world results. In certain circumstances they can be erroneous and validation testing –the process of determining the degree to
which a model is an accurate representation of the real world from the perspective of the intended uses of the model (AIAA, 1998) – is required. The key validation procedure incorporates the comparison between the computational results and the experimental data (Figure 2). In this work we examine the performance of CFD models – implemented using the OpenFOAM CFD library – using benchmark data derived from both wind tunnel data and field measurements.

**OpenFOAM**

OpenFOAM is a free, open-source CFD software library, that makes use of the object oriented features of the C++ programming language (Jasak et al., 2007). It was released in 2004 and since then, it further developed and gradually gained popularity in both commercial and academic organisations, the reward of being free of charge and became easily modifiable and adequate for a broad range of fluid dynamic applications. It also provides massive parallel computing capabilities and the possibility for someone to easily implement his own solvers and functions (Ghione, 2012). However, despite the considerable advantages, the downsize of OpenFOAM is the lack of the quality certification and documentation. The development of independent quality assurance data and documentation relies on the efforts of third parties. Some validation exercises where OpenFOAM models have been applied to wind flows have been published by Balogh et al. (2012); Churchfield and Moriarty (2010); Flores et al. (2014) but these have not been concerned with urban environments.

**Figure 2. Validation Process (Oberkampf and Trucano, 2002)**
In applying the first of the AIJ test cases we have used the steady-state RANS solver simpleFoam from the OpenFOAM library (version 2.3.1) with the standard k-ε, k-ω-SST and Realizable k-ε eddy viscosity turbulence models (Launer and Spalding, 1974; Menter, 1994; Shih, 1994). In the second test case involving a model of a real urban environment, we have applied the standard k-" model for the RANS calculations. The DES concept was developed by Spalart et al. (1997) for aerospace applications, involving boundary layer separation. The DES model we have applied in both test cases is the DDES-SA model (Spalart et al., 2006) with the pisoFoam transient solver. This version of the Spalart-Allmaras DES model has some improvements compared to the original model (Spalart et al., 1997). These developments seek to improve the prediction of the boundary layer separation points on aerofoils. This is not a particular issue in building external flows since separation is generally forced by reverse right-angle features at roof and wall edges rather than curved surfaces.

The main advantage of DES approaches in the case of the urban wind flows is that coarser grids and larger timesteps can be taken, that would otherwise be required for true LES. We see the ability to capture the features of wake regions, by calculations in LES mode, to be the most significant advantage in these types of problems, since buildings in dense urban environments are generally in the wake of neighbouring buildings rather than clean atmospheric boundary layer conditions.

**CFD Numerical Models**

The basis of the Computational Fluid Dynamics are the fundamental governing equations of fluid flow, known as Navier Stokes equations, named after Claude-Louis Navier and George Gabriel Stokes. They are partial differential equations describing three basic physical principles: the conservation of mass (1), the Newton’s Law of Motion (2) and the conservation of energy (3) (Wendt et al., 1996).

\[
\begin{align*}
(1) \quad & \frac{\partial \rho}{\partial t} + \nabla \cdot \rho \mathbf{u} = 0 \\
(2) \quad & \frac{\partial \rho \mathbf{u}}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{u}) = -\nabla p + \nabla \cdot (\mu \nabla \mathbf{u}) + \mathbf{f} \\
(3) \quad & \frac{\partial \rho e}{\partial t} + \nabla \cdot (\rho e \mathbf{u}) = -\nabla p u + \nabla \cdot (\mu u \nabla u) - \nabla \cdot q
\end{align*}
\]

Considering an incompressible flow and assuming the absence of gravity and body forces, results in the formation of the Navier-Stokes equations as described in equations 4 and 5. The energy equation can be omitted and only the unknown quantities of velocity and pressure remain.

\[
(4) \quad \nabla \cdot \mathbf{u} = 0
\]
A numerical integration of the Navier-Stokes equations that directly solves the flow without any modeling, and captures all the spatial and temporal scales of the flow is known as Direct Numerical Simulation (DNS). Its advantage to provide exact, analytic solutions unaffected by approximations, at all points of the computational domain and all times of the simulated period requires a high resolution grid and costs massive computing resources and time, preventing DNS from being used in wind engineering and in complex urban environment problems (Rudman and Blackburn, 2006).

Given this constraint, only the most important - geometry dependant and high energy containing - large eddies can be explicitly calculated, while modeling the influence of the more universal small scales (Moin and Mahesh, 1998; Moeng and Sullivan, 2015). The Large Eddy Simulation (LES) spatially filters the Navier-Stokes equations (6, 7) to exclude small scales of the solution. The turbulent length scales larger than $\Delta$ are retained in the flow field, whereas the smaller scales, the Sub-Grid Scales (SGS) should be modeled. Despite this, this approach reduces the computational demands and the simulation of atmospheric high Reynolds number flows is still expensive in the sense of the computational cost (Breuer et al., 2003).

The oldest and most commonly used approach to turbulence modeling are the Reynolds-averaged Navier-Stokes (RANS) equations (8, 9) for incompressible flows) that are based on Reynolds decomposition. They involve the separation of each instantaneous quantity into their time-averaged part to return the statistically steady solution of the flow variable and their fluctuating component, which has to be modeled (10).

However, even the most sophisticated turbulence models are not able to sufficiently reproduce the unsteady characteristics of the flow field, resulting in an inadequate description of unsteady phenomena (Breuer et al., 2003; Franke et al., 2004).
In order to better capture the dynamics of turbulent complex flows using feasible computational costs, the unsteady RANS (URANS) has been introduced. The Navier-Stokes equations in order to have incompressible flow have to be time-filtered; all scales smaller than a characteristic time period (t) are averaged and the unsteadiness accounts for time scales larger than t. For the averaging to make sense, the averaging period should be much smaller than the time scale of the unsteady mean motion and at the same time, the time period should be orders of magnitude higher than the time scale of the random fluctuations. However, in many fluid flow problems these requirements cannot be met simultaneously, leading to the so-called spectral problem (Sadiki et al., 2006).

To deal with the limitations of the numerical models, a new approach, known as Detached Eddy Simulation (DES), was created. It combines the Spalart-Allmaras (S-A) RANS model and the LES by means of the length scale which is defined by $l_{DES} = \min(d_\omega, C_{DES}\Delta)$, where $d_\omega$ is the distance to the wall involved in the destructive term of the S-A model, $C_{DES} = 0.65$ and $\Delta$ is the largest local grid-spacing. Its intention is to treat the whole boundary layer using the RANS model ($d_\omega < C_{DES}\Delta$) and implement an LES model at regions of separated flows ($d_\omega > C_{DES}\Delta$).

**Aims and Objectives**

The aim of this study is to offer some validation evidence for the DDES approaches applied to external flows in urban environments and evaluate the advantages of the DDES models in comparison to other turbulence models. For these purposes we examined the performance of both steady RANS models as well as Delayed Detached Eddy Simulation approaches implemented in OpenFOAM software (Weller et al., 1998) using benchmark data derived from wind tunnel data as well as data derived from field measurements developed by the Architectural Institute of Japan (AIJ) (AIJ, 2009; Yoshie et al., 2007). A number of studies have previously been reported that make use of these test cases Tominaga et al. (2004). This work has been carried out in the context of study and development of CFD based methods for wind energy assessment in complex urban environments. Hence we commented on the modeling of wake conditions rather than the evaluation of surface pressures and forces or dispersion of contaminants.

**Test Case A: High Rise Building**

**General Description of the Experiment**

The first test case is a study of the flowfield around a high-rise building of 2:1:1 (height:width:depth) ratio, placed in a turbulent boundary layer (Figure 3). The wind tunnel scale model was 0.16m high and 0.08m square. The wind tunnel imposed an inlet condition approximating a power law velocity profile
with an exponent of around 0.27 and the Reynolds number was 2.4 \times 10^4 (Figure 3).

Measurements were taken using a split-film probe for the instantaneous wind velocity in each direction and the average and standard deviation of fluctuating wind velocities were reported (Yoshie et al., 2007). Measurements of the velocities were made at a grid of points over a vertical cross-section and on horizontal planes as indicated in Figure 4. The data used in our first validation study is that published by Meng and Hibi (1998).

**Figure 3.** 2:1:1 Shaped Building Geometry. $b=0.08m$. The Velocity Profile is $U = z^{0.27}$ (Yoshie et al., 2007). The Roof and Rear Reattachment Lengths are Defined as $X_R$ and $X_F$ Respectively
Figure 4. The Test Case A Wind Tunnel Experiment. (a) Measuring Points in Vertical Cross-section \((y = 0)\). (b) Measuring Points in Horizontal Plane \((z = 0.125b\) and \(1.25b)\) (Yoshie et al., 2007)

Computational Domain and Mesh

The dimensions of the computational domain are \(L \times W \times H = 21b \times 13.75b \times 11.25b\) (with \(b\) being the width of the building) (Figure 5) and replicate the geometry of the wind tunnel—as recommended in best practice guidelines Franke et al., 2007. The experiment parameters have been reported by Tominaga et al., 2008 and are the standard conditions for the comparative studies with the wind tunnel data as well as the CFD results of other working groups.
Boundary Conditions

The conditions shown in Table 1 are the standard boundary conditions for the RANS calculations—following the practices reported by Yoshie et al., 2007. For the Spalart-Allmaras DES calculations, we had to assign conditions for the velocity, the pressure, the subgrid scale viscosity (nuSgs) and the turbulent variable nuTilda. At the lateral and upper surfaces symmetry conditions were applied. For the walls a fixed value constant velocity of \( u = 0 \) was used, a zero gradient for the pressure, the nuTilda was equal to zero and a wall function was applied for the nuSgs. At the outlet the pressure was set to zero and zero gradient conditions were applied to the rest of the quantities. Interpolated values of U were applied to the inlet, the pressure was set to zerogradient and fixed values were used for the nuTilda and nuSgs.

The mesh resolution for the RANS calculations was 60(x) x 45(y) x 39(z) (105,300 cells) and the building was discretized into 10 x 10 x 16. The minimum grid width is set to 0.07b and is expanded towards the horizontal and vertical directions. This follows similar practices with other CFD studies of this case reported by Tominaga et al., 2008. A finer mesh was used for the DES calculations and contained approximately 1.1 million cells. Figure 6 illustrates these mesh arrangements.
Figure 6. Test Case A Grid Discretization for: (a) DES Cases; (b, c) RANS Cases
Test Case B: Actual Urban Area

General Description of the Experiment

The second test case is a study of the flow field within a building complex in the Shinjuku sub-central area of Tokyo, Japan (Figure 7). A number of wind tunnel experiments as well as field measurements were carried out by various research institutions during the time of construction. In this and other reported studies the CFD simulations were performed for conditions recorded in 1977 (Yoshie et al., 2007). The case is of particular interest since it has a complex geometry with large variation in building heights. The data set has additional value as it includes field measurements as well as wind tunnel test data. In the field tests three cup anemometers were used, taking measurements at 10m height from the ground for the points 1 to 36 and at 192m and 242m for the C and D points shown in Figure 8.

Table 1. Standard Boundary Conditions (Yoshie et al., 2007)

<table>
<thead>
<tr>
<th>Inflow</th>
<th>Interpolated values of U and k from the experimental flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outflow</td>
<td>Zero gradient</td>
</tr>
<tr>
<td>Lateral and upper surfaces of the domain</td>
<td>Logarithmic law for a smooth wall</td>
</tr>
<tr>
<td>Ground surface</td>
<td>Logarithmic law with roughness length ( z_0 = 1.8 \times 10^4 ) m</td>
</tr>
<tr>
<td>Upper surface</td>
<td>Logarithmic law for a smooth wall</td>
</tr>
</tbody>
</table>

Figure 7. Building Complexes in Urban Area of Shinjuku (Yoshie et al., 2007) that Define the Geometry of Test Case B
Computational Domain and Mesh

The computational domain is firstly defined by the CAD data representing 1000 x 1000m of the Shinjuku subcentral area (Figure 8). This building geometric data extends for approximately one block beyond the central region containing the measurement points (the exception being point 11 close to the south border) and follows the AIJ guidance (Yoshie et al., 2007). The dimensions of the complete domain are \( L \times W \times H = 5742 \times 3372 \times 1422m^3 \) accommodating an upstream length of 5H (with H being the height of the highest building), a downstream subdomain length of 15H and a height of 6H. The lateral boundaries have been placed 5H from the Shinjuku partition in accordance with the best practice guidelines (Franke et al., 2007; Tominaga et al., 2008) (Figure 9).

This case study has a geometric complexity representative of urban environments of practical interest and represents a challenge in terms of mesh generation. Parts of the computational grid are presented in Figure 10 to
demonstrate the refinement regions around the buildings. The boundary conditions were treated in a similar manner to Test Case A.

**Figure 10. Parts of the Computational Grid**

![Computational Grid](image)

### Results

#### Test Case A Results

The experimental data for Test Case A, and the results of other related CFD studies, are available in the form of predictions of reattachment lengths ($X_F$ and $X_R$ in Figure 3) and mean velocities at a the grid of points shown in Figure 4. A synopsis of the computed reattachment lengths is presented in Table 2. These are the CFD results for the RANS simulations utilizing different turbulence models and the hybrid DDES-SA model with reattachment lengths estimated from examining the mean longitudinal wind velocities near the roof and ground surfaces.

<table>
<thead>
<tr>
<th>#</th>
<th>CFD model</th>
<th>Turbulence model</th>
<th>$X_F/b$</th>
<th>$X_R/b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>RANS</td>
<td>Standard k-ε</td>
<td>2.68</td>
<td>0.50</td>
</tr>
<tr>
<td>2</td>
<td>RANS</td>
<td>Realizable k-ε</td>
<td>5.37</td>
<td>0.50</td>
</tr>
<tr>
<td>3</td>
<td>RANS</td>
<td>k-ω SST</td>
<td>2.59</td>
<td>0.30</td>
</tr>
<tr>
<td>4</td>
<td>LES/RANS</td>
<td>DDES-SA</td>
<td>2.39</td>
<td>0.38</td>
</tr>
<tr>
<td>5</td>
<td>Experiment</td>
<td></td>
<td>1.42</td>
<td>0.52</td>
</tr>
</tbody>
</table>

In all cases the rear reattachment lengths are over predicted with the prediction of the DDES-SA calculation being the closest to the experimental value. Tominaga et al. (2004) presented 11 sets of results for this test case and also found that $X_F/b$ was over predicted (a range of 1.98-2.7 for different implementations of the standard k-ε model). Lower values closer to the experimental result were only found using LES or DNS approaches in the
study. The behaviour in the wake is further illustrated in Figure 12. This shows similar features in the standard k-ε and DDES-SA flow near the reattachment point. However, there are further differences/further downstream as the flow returns towards its undisturbed condition—unfortunately no wind tunnel measurements are available for this region so we cannot comment further.

The recirculation zone near the leading edge of the roof and the associated reattachment length (x_R in Figure 3), which was observed in the wind tunnel experiments, was only reproduced in the RANS calculations with the k-ω-SST turbulence model (Table 2). The DDES-SA and other RANS results show the flow attached over part of the roof, but no clear reversal of flow. Similar variability in the prediction of this feature was noted by Tominaga et al. (2004).

Figure 11 presents the distribution of the mean horizontal velocity (U_x) on a vertical mid plane (y = 0) and on two horizontal planes. One horizontal plane is near the ground (z = 0:125b) and one part way up the building (z = 1:25b). The positions of the measuring lines are illustrated with the dotted lines which also represent the origin for the calculated wind velocities, i.e. positive values are plotted on the right side of the line, and negative values on the left side (Yoshie et al., 2007).

In general, where the mean velocities are compared at the measurement points (Figure 11) there is a good correspondence between the CFD results and the wind tunnel data. The main differences in these velocity profiles are found near the building surfaces and the edges of the wake i.e. at locations of higher velocity gradient or rates of shear. The DDES-SA results and Standard k-ε turbulence model results generally show the best agreement with the experimental data. In the horizontal plane part way up the building (z = 1:25b), horizontal velocities are noticeably underestimated inside the wake region. In the horizontal plane near the ground surface (z = 0:125b), the DDES-SA results are noticeably better than all the RANS models.
Figure 11. Distribution of $\overline{U_x}$ in a Vertical Plane on the Centreline (a) and in Horizontal Planes at Heights 0.125$b$ and 1.25$b$
Visualisation of the instantaneous velocities calculated with the DDES-SA model has given some insight into the behaviour in the wake region. The aspect ratio of the building means that the eddy structures generated by the vertical leading edges dominate those generated at the leading edge of the roof. The largest eddy structures flowing from the roof are transported over the eddy structures near the ground at the leeward side of the building. The flow in the wake region accordingly seems more complex, with stronger mixing than the flows over the cubes. This has also been pointed out by Tominaga et al. (2004). It appears that consequently there are periods in the vortex shedding cycle where the wake is extended and the reattachment point is very mobile. This gives some clue as to why it was difficult to achieve convergence with the Realizable model. This is to be investigated further.

Figure 12. Velocity Vectors and Magnitude Data on a Vertical Plane through the Centre of the Wake Region
Test Case B Results

To compare the CFD results with the field measurements and the wind tunnel data, the computational wind speed has been normalised by the wind speed at reference point D (the top of the Shinjuku Mitsui Building) at a height of 242m for the north wind direction and point C (the top of the KDD Building) at a height of 192m for the other wind directions as in previous studies.

Figure 13 presents the calculated wind speed ratios alongside the field measurements and the wind tunnel data (where available), at the measuring points for four wind directions (East, South, West and North). In 44 of the total of 60 comparisons, the results for the DDES-SA model fall within one standard deviation of the field measurements and only 5 fall significantly outside this band. The RANS results fall outside the one standard deviation band in 24 out of a total of 60 tests—12 are significantly outside.

The superior performance of the DDES-SA model is also demonstrated in Figure 14, where the results are compared with the RANS results for other CFD codes published by a working group of the Architectural Institute of Japan (Tominaga et al., 2005). In this figure the measurement points are shown in order of increasing mean velocity.

A qualitative review of the results (Figure 15) shows that the complex flow patterns of the interaction between the wind flow and building is well reproduced by the DDES-SA calculations, including such details as the horseshoe vortex shape (h1, h2 and h3 regions) and the reattachment zones behind the buildings (r1, r2 and r3 regions). In the RANS results (Figure 15 right) these vortices are not as well defined and the size of the recirculation zone in the wake of the buildings is overestimated.
Figure 13. Comparison of Predicted and Measured Wind Speed Ratios at the Reference Measuring Points. The North and South Wind Directions Include Field Study Data.
Figure 14. Comparison of Wind Speed Ratio at Reference Measuring Points with Wind Direction South

![Comparison of Wind Speed Ratio at Reference Measuring Points with Wind Direction South](image)

Figure 15. Vectors of the Wind Velocity at a Plane 10m above the Ground for the DDES-SA Model (Left) and the RANS Model (Right)

![Vectors of the Wind Velocity at a Plane 10m above the Ground](image)

Conclusions

In this work we investigated the prediction capabilities of the numerical models implemented using the Open-FOAM CFD library and revisiting two test cases developed by the Architectural Institute of Japan that provide benchmark data derived from wind tunnel testing and field measurements. The test cases represent an idealized building with 2:1:1 aspect ratios and a real urban geometry with considerable geometric complexity. The tests have examined the mean velocity predictions and boundary layer reattachment lengths. We examined the performance of both steady-state RANS approaches with some eddy-viscosity turbulence models as well as a hybrid RANS/LES approach with the Delayed Detached Eddy Simulation (DDES-SA) turbulence model.
Calculations of wind flows around buildings using RANS approaches and two-equation turbulence models are known to have limitations, particularly in calculating conditions in wake regions. We found this to be the case with the models of this type we evaluated using OpenFOAM and that predictions were comparable with what has been published in earlier studies for these types of models. Results from applying DES approaches to these test cases have not been published before. The results we obtained with the DDES-SA model have been noticeably better than those from the RANS models, particularly in the wake regions where LES is the mode of calculation. We concluded that this approach, although significantly more computationally demanding than RANS calculations, offers improved robustness and accuracy over a range of wind conditions. Accordingly, we intend to pursue the application of DES approaches using OpenFOAM in the further study of wind flows at the campus where we are collecting high frequency anemometer data for further validation exercises.

Future Work

To validate the CFD predicted results, simulations will be performed for a total of 16 directions for the Shinjuku sub central model. Adequate field measurements are available, thus a comprehensive study can reveal with confidence the prediction capabilities of the DDES to support the application of CFD for other complex urban configurations. Next, we will apply the DDES approach to the De Montfort University campus case study in Leicester, United Kingdom, combining statistical meteorological data with aerodynamic information and using the wind measurements taken since January 2015 using 3 ultrasonic anemometers.
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